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ABSTRACT

Information retrieval (IR) is the process of obtaining relevant information for a

given information need. The concept of relevance and its relation to information needs

is of central concern to IR researchers. Until recently, much work in IR settled with a

notion of relevance that is topical — that is, containing information “about” a specified

topic — and in which the relevance of a document in a ranking is independent of the

relevance of other documents in the ranking. But such an approach is more likely to

produce a ranking with a high degree of redundancy; the amount of novel information

available to the user may be minimal as they traverse down a ranked list.

In this work, we focus on the novelty and diversity problem that models rele-

vance of a document taking into account the inter-document effects in a ranked list

and diverse information needs for a given query. Existing approaches to this problem

mostly rely on identifying subtopics (disambiguation, facets, or other component parts)

of an information need, then estimating a document’s relevance independently w.r.t

each subtopic. Users are treated as being satisfied by a ranking of documents that

covers the space of subtopics as well as covering each individual subtopic sufficiently.

We propose a novel approach that models novelty implicitly while retaining the

ability to capture other important factors affecting user satisfaction. We formulate a set

of hypotheses based on the existing subtopic approach and test them with actual users

using a simple conditional preference design: users express a preference for document

A or document B given document C. Following this, we introduce a novel triplet

framework for collecting such preference judgments and using them to estimate the

total utility of a document while taking inter-document effects into account. Finally,

a set of utility-based metrics are proposed and validated to measure the effectiveness

of a system for the novelty and diversity task.
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Chapter 1

INTRODUCTION

As humans, we spend much of our time exploring and seeking information to

learn more about our environment. Information seeking starts with a need for infor-

mation that is often intangible, making it hard to specify in natural language [16]. The

information need is a representation of a problem as perceived in a user’s mind and

is the starting point of all information searches. It is usually translated into natural

language or a set of keywords, which is input to a retrieval system that searches a

collection of documents for the required information. An information retrieval system

often returns a ranked list of documents that are subject to self-evaluation by the user.

A decision of whether to stop or to continue the search is made upon examining the in-

formation present in each document. The goal of an information retrieval (IR) system

is to efficiently and effectively provide information relevant to the user’s needs, before

they abandon the search.

The decision to abandon or continue with the search process depends on many

factors, including the relevance of the documents examined. Each document exam-

ined also affects the existing knowledge of the user, thereby potentially altering the

information need in subtle, hard-to-quantify ways. Therefore, the concept of relevance

and its relation to information need is of central concern to building and evaluating IR

systems [159]. The definition of relevance has taken various forms; and various kinds of

relevance from different viewpoints have been proposed in the past [107]. Among these

definitions, the need for novelty and diversity in a ranked list along with relevance was

addressed by Goffman [73]. He stressed that the relevance of a document in a ranked

list, along with topical relevance, is dependent on the previous documents retrieved.
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Until recently, most researchers settled with the notion of relevance in which the

relevance of a document was independent of other documents in the ranking. The Prob-

ability Ranking Principle (PRP) proposed by Robertson [130], a key principle guiding

the development of retrieval systems for nearly forty years, is based on independent

relevance. The PRP says optimal performance is achieved when documents are ranked

in decreasing order of probability of relevance, under the assumption that documents

are independently relevant. A major problem with this approach is that it encourages

redundancy and thereby potentially reduces the amount of novel information available

to the user.

Some information needs could be decomposed into several distinct, smaller

pieces of information sometimes called subtopics [58, 53, 117]. Often, simple tasks

like finding a home page require only a single subtopic — one that represents the page

to be found — to satisfy the underlying information need, whereas more complex tasks

such as writing a report or planning a trip may require searching for many subtopics:

in the case of planning a vacation, subtopics may include possible destinations, things

to do in each of those destinations, places to stay, travel packages, and more. This

representation is more suitable to describe our novelty and diversity task: an informa-

tion need can be represented by a set of subtopics that are clearly delineated such that

there may be many documents relevant to a single subtopic, and a single document

may be relevant to many subtopics.

In a typical retrieval scenario, users interact with the IR systems by formulating

their information needs in the form of a query (one or more keywords). The query acts

as an input to IR systems that produces a ranking of documents as an output, the idea

being that documents ranked higher are more likely to satisfy the user’s information

need. Note that the information need is expressed in the form of a query, and two or

more information needs can be represented by the same query (i.e. the query might be

ambiguous) or users might be interested in different subtopics of the information need.

In this work, we propose ways to solve the above mentioned problem by re-

defining the notion of relevance and defining new evaluation measures. We explain the
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various components required to study the novelty and diversity problem as follows:

1. Understanding User Requirements: Identifying and analyzing factors that influ-
ence user preferences is key to building and evaluating retrieval systems. Steps
must be taken to answer questions such as why does a user prefer one document
to the other? and what factors play a role in such preferences?.

2. Modeling: The novelty of a document depends on documents that have been
ranked above it, and cannot be based solely on probability of relevance. Thus,
identifying factors affecting novelty is key to building models for this problem.

3. Evaluation: Judgments based solely on binary or graded judgments are made
considering individual documents and are not dependent on other documents.
Therefore, new evaluation measures need to be developed that account for various
novelty factors. This is the primary focus of this work.

Figure 1.1: Search Results for the query ‘nlp’ on Google. Documents in the top
results cover a single subtopic.

1.1 Novelty and Diversity

The novelty and diversity tasks requires systems to deal with the diverse infor-

mation needs of the users while reducing redundancy in the ranked list. In order to
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understand the task better, let us consider a few search scenarios that emphasize the

need for novel and diverse information in the ranked list.

Scenario 1

First, consider a user looking for information on natural language processing who in-

puts the query nlp. Figure 1.1 shows the top results for the query nlp by a popular

commercial web search engine. It can be seen that all documents contain information

about neuro-linguistic programming. The ranking may be desirable for a user inter-

ested in neuro-linguistic programming, but it is not at all useful for a user looking

for information on natural language processing. Since the query nlp is ambiguous and

could potentially have several information needs associated with it, systems could im-

prove overall user satisfaction by covering both information needs in their ranking; a

ranking in which the first document covers the topic neuro-linguistic programming and

the second covers the topic natural language processing would likely be superior to a

ranking in which both top documents are about either one of those topics.

Scenario 2

Next, consider a scenario in which a user has an unambiguous but broad information

need such as how to build a wooden fence. The user would likely look for various pieces

of information such as ways to build a fence, materials for building fences, where to

buy materials for building a fence, etc. Assuming the user traverses the ranked list of

documents from top to bottom, the user behavior can be described as follows: user

presumably clicks on relevant documents to view and learn more about the topic, then

moves on to the next relevant document. In order to maximize user gain, each relevant

result must provide some new information that was not provided by previous relevant

results. In other words, if the first document contained information about techniques

to build a wooden fence, the user likely benefits more if the second document contains

information about materials required to build a fence, rather than information about

techniques to build a wooden fence.

The two search scenarios discussed above illustrate two extreme cases of the

novelty and diversity problem. The first example highlights the problem of ambiguity
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in the query, while the second focuses on the need for coverage. These queries act

as exemplars for the two types of diversity identified in the literature: extrinsic and

intrinsic [121]. Extrinsic diversity addresses the uncertainty in an ambiguous query

where the intent is unclear, which is best served by a ranking of documents, each

of which covers a different possible underlying information need or intent. Intrinsic

diversity can be described as diversification that focuses on reducing redundancy and

providing novel information for an unambiguous but underspecified information need.

The query how to build a wooden fence discussed in the second scenario is a good

example for intrinsic diversity.

Scenario 3

Lastly, we show that even queries that focus on the need for coverage could be am-

biguous to some extent. In order to understand this, let us consider the same example

query as in Scenario 2: how to build a wooden fence. Table 1.1 shows some possible

distinct, smaller needs or subtopics for a broader topic about building wooden fences.

We might hypothesize two different users with very different goals regarding the general

topic: user A might be a middle school student writing an essay on the topic “wooden

fences”, while user B might be a do-it-yourself enthusiast trying fence the backyard.

Therefore, user A’s profile for the example query consists of subtopics a and c, and

user B’s of b,c and d. While the query how to build a wooden fence seemed to be well

specified at first look, it is now ambiguous (or underspecified) by taking into account

the task that initiated information need.

subtopic user A user B
a. Find basic information about building a wooden fence. ✓

b. Find detailed information about building chain-link
fences.

✓ ✓

c. What materials are best for building fences? ✓

d. Where can I buy materials for building a fence? ✓

Table 1.1: An example topic (how to build a wooden fence) along with its subtopics
and two possible user profiles indicating the interests of different users.
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Therefore, the above discussion suggests that there is some amount of ambiguity

present in any given query, either due to the ambiguity in the query terms or due to

the user having underspecified their information need. An IR system must try to

understand the information need underlying a query and, as best it can, provide the

user with various pieces of information relevant to their need

We compare the whole process of searching for information to the question-

answering task; the query posed to the retrieval system could be compared to a question

and the documents retrieved could be compared to an answer to that question. Note

that the question inherits the ambiguity in the query, and the subtopics are responsible

for dealing with this ambiguity.

A visual representation of intrinsic and extrinsic diversity as modeled by subtopics

can be given by grouping subtopics in a hierarchical tree-like manner in which higher

levels account for ambiguity and the lower levels account for providing specific details

to answer the query. For example, consider the query nlp; the first level would con-

tain neuro-linguistic programming and natural language processing and other possible

disambiguations as subtopics. Under natural language processing could be subtopics

such as natural language processing books, natural language processing techniques, etc.

Figure 1.2 gives an illustration of this hierarchical structure. We believe that for any

query if we could provide the smallest set of documents containing all the subtopics

answering the question, the overall user experience. And, we take into account that an

IR system is used by a set of users with similar yet different information needs for the

same query.

1.2 Preference Based Evaluation

The hierarchical tree-like representation of information need, although intuitive,

is very hard to construct in practice for a given query (even a tree of depth one). Even

clear and unambiguous queries can lead to different representations of information

need for the given query due to the underlying task or user population. Furthermore,

such a representation makes it difficult to incorporate other factors such as readability,
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Figure 1.2: A hierarchical representing information need for an example query “nlp”.
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presentation, and other factors that play a role in determining the user’s satisfaction.

Therefore, we introduce a preference based framework to replace the idea of subtopics

that is capable of capturing relevance and novelty and also naturally (and implicitly)

incorporates those properties that influence the user’s preference for one document over

another.

Eliminating subtopics represents a complete overhaul in how researchers cur-

rently think about novelty and diversity. It requires a completely new framework for

evaluation, including new metrics and new test collections. Much of this work is de-

voted to building this new framework and validating its assumptions and feasibility

using both simulation and real user data.

1.3 Contributions

The following is a summary of our primary contributions in this work:

• Developing Retrieval Systems

– We introduce a probabilistic set-based framework that maximizes the like-
lihood of covering all possible subtopics for a given query. The algorithm
identifies the smallest set of documents that cover as many pieces of infor-
mation as possible to satisfy the diverse information needs of the user.

• Understanding User Preferences

– We study the factors that influence user preferences in novelty and diversity
rankings. A user study was conducted to investigate how the presence of
subtopics in a document influences user preference in the context of novelty
and diversity. Simulations determined how well user-expressed preferences
could match the information contained in subtopics.

• Evaluating Retrieval Systems

– A statistical method to compare and analyze various evaluation metrics for
novelty and diversity.

– A conditional preference framework to estimate the utility of a document in
a ranking. The framework has the potential to account for various factors
implicitly, which enables better estimation of effectiveness.

– A set of utility based metrics to measure the amount of novelty and diversity
in a ranked list.
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1.4 Organization

We discuss in detail the various components required to study the novelty and

diversity problem. Initially the focus is on the subtopic framework that decomposes

the information need into a set of subtopics (Chapter 3); the chapter introduces a

probabilistic set-based approach to solve the novelty problem. Evaluation based on

the subtopic framework is analyzed and compared to user’s preferences by conducting

a user study (Chapter 4). Based on the outcome of the study, we propose a novel

preference based framework and develop a set of metrics for evaluating automatic

retrieval systems (Chapter 5). Finally, we describe a large-scale user study that puts

our methods to the test in a common IR evaluation scenario (Chapter 6).

Specifically:

• Chapter 2 - Background Information provides an overview of information
need and briefly discusses various definitions of relevance from various viewpoints.
The chapter also provides a survey of various retrieval models and evaluation
methodologies proposed in the field of information retrieval, with a particular
focus on novelty and diversity.

• Chapter 3 - Models for Novelty and Diversity introduces a probabilistic
set-based approach that maximizes novelty and diversity in a ranked list. This
chapter discusses various methods to identify and estimate subtopics for a given
query, and a greedy approach to reduce redundancy.

• Chapter 4 - Meta-Evaluation of Novelty and Diversity Evaluation an-
alyzes the subtopic based framework evaluation measures using statistical tools.
The basic principles of the subtopic framework are identified and evaluated
against user preferences with the help of a triplet of documents.

• Chapter 5 - Novelty Evaluation using User Preferences proposes a novel
conditional preference framework to measure the utility of a document with em-
phasis on novelty. Then, we develop a set of preference based metrics that make
use of the document utility to evaluate retrieval systems for our novelty and
diversity task. The conditional preference based approach is compared to the
traditional subtopic based approach by means of simulation.

• Chapter 6 - Measuring System Effectiveness using User Preferences
presents a large-scale user study combining the ideas in previous chapters to
evaluate both intrinsic and extrinsic diversity simultaneously in a common IR
evaluation scenario.
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• Chapter 7 - Conclusion and Future Work concludes the work with a look
towards future directions in developing and evaluating retrieval models for novelty
and diversity.
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Chapter 2

BACKGROUND INFORMATION

Information retrieval (IR) is the process of obtaining relevant information for a

given information need, which is a complex concept that has been of great interest to

researchers for decades. The information need is considered to be the starting point of

all searches, but it can be challenging to express as a question or query [16]. In general,

information needs can be classified into two types: one in which users know exactly

what they want, and therefore can describe their needs clearly to an information system

(referred to as known-item search); and one in which a user only has a vague idea of the

answer they are looking for, and tends to explore on the topic searched [63]. In the latter

type, when a user’s knowledge about their search topic is limited, query formulation

is more difficult; the result is queries that are underspecified and ambiguous [14, 16].

Therefore, understanding the information need is vital in providing users with relevant

information.

Relevance is probably the most important and most debated the concept in

Information Sciences (IS) and IR [107]. Broadly, relevance has been classified into

two types: “objective” or systems-based relevance and “subjective” or user-based rele-

vance [159]. In truth, relevance is always subjective, in that it is entirely dependent on

the context of the user and the task the user wishes to complete. However, most labo-

ratory based IR experiments rely on a systems-oriented notion of relevance, according

to which the relevance of a document is unchanging, dependent only on a representa-

tion of the document and a representation of the user’s information need, and ignoring

all external factors. In particular, this notion of relevance ignores the possibility that

the relevance of a document in a ranking may depend on other documents in the same

ranking.
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2.1 Novelty and Diversity

The assumption that a document’s relevance is independent of the relevance of

other documents has been central to several theoretical and practical retrieval models

in the past, most notably the Probability Ranking Principle [130]. But concerns of

document overlap or redundancy was discussed as early as 1964 by Goffman [73], who

recognized the need to address inter-document interactions in a ranked list and tried

to incorporate them in his probabilistic retrieval model. The point was reiterated by

Cleverdon [61], Brooks [22] and later by Boyce [21]; according to them, once a user

examined the first document in a ranking, the document interaction effects will in-

evitable affect the choice of documents thereafter. Subsequently, Eisenberg et al. [71]

conducted a study to provide some empirical evidence in support of incorporating doc-

ument interaction effects into the evaluation process. A recent study that investigated

the effect of showing highly relevant documents early in the assessment process found

similar results [161].

The novelty and diversity problem arose as an attempt to model these interde-

pendencies or interactions, which are so important to how users interact with search

results. There have been several community-wide efforts to capture the idea of nov-

elty and diversity experimentally. The TREC Novelty track, which ran from 2002–

2004 [81, 164, 166], investigated the novelty problem within a broad topic. Systems

were required to identify sentences within documents; those sentences should be both

relevant as well as non-redundant with previous sentences from chronologically ordered

stream. The Topic Detection and Tracking (TDT) workshops (1998–2004) [5] studied

the “first story detection” problem that dealt with identifying previously unknown

news event from a stream of chronologically ordered documents. Along the same lines,

the TREC Question Answering track (1999–2004) [181, 180, 176, 178, 183] required

systems to find answers to natural language questions such as “list 8 oil producing

states in the United States”. Systems assembled answer-strings representing facets or

“nuggets” relevant to the question from multiple documents.

The common theme in these efforts is the attempt to model interactions among
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relevant units of information (sentences, documents, nuggets) — when one provides the

user with relevant information, it is generally not necessary to show the user another

that provides the same information. But the common assumption is that there is a

well-defined information need or “topic” against which relevance can be judged. As

we discussed above, this is not always the case; queries are often underspecified or

otherwise ambiguous, leading to differences of opinion in what should be considered

“relevant”.

The issue of query ambiguity was addressed by Fairthorne [72] in 1963. De-

spite that, IR evaluation evolved following the tradition of using detailed well-specified

statements of an information need, with relevance assessed independently of other

documents. This is partly because it is much simpler to implement this in experimen-

tal test collections. However, Clough et al. [62] analyzed query logs of a commercial

search engine and estimated about 9.5% to 16.2% of all queries to be strongly ambigu-

ous, while it is agreed that many more queries are underspecified to some degree [68].

Furthermore, users’ browsing behavior as evidenced in query logs suggests their dislike

to redundant documents in a ranked list [67, 50]. Recently, Sparck Jones et al. [170]

urged evaluation methodologies to address query ambiguity, while Sanderson et al. [151]

called for creation of test collections that account for multiple interpretation of a query.

An earlier effort to create topics with multiple notions of relevance was the

TREC Interactive track (2002), which built a collection in which the relevance judg-

ments accounted for multiple possible interpretations or intents of a query [114]. For

example, given a query query robotics, assessors were required to identify a list of ap-

plication relating to robotics such as controlling inventory, spot-welding robotics, clean

room, etc. Expert judges identified query intents by reading retrieved documents and

provided a short phrase describing the intents (Radlinski et al. argue that this ap-

proach lacks soundness and cannot capture the completeness of the information needs

found in real scenarios [125]). The issue heated up with several works addressing the

need for novelty and diversity in web search [2, 123, 58, 195]; the problem was further

highlighted and discussed in a workshop at SIGIR, which identified different meanings
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of the term “diversity” [121]. As a result, an effort to create intents that better reflect

real user needs was realized by using query logs and served as the basis for TREC Web

track’s Diversity ranking task, which started in 2009 and continues to the present.

To us, the two sets of related work described above point to two separate, though

related, problems: one is presenting a user with information that is both relevant to

their information need but not redundant with information they have already seen; the

other is presenting multiple users with the same query but different underlying needs

with information that is maximally likely to be useful to all of them.

2.2 Retrieval Models

The primary goal of an IR system it to retrieve information that is relevant to

the user’s information need. Traditionally, IR research has approached this problem by

returning a ranked list of documents in decreasing order of relevance as deemed by the

system. Robertson formalized this approach in 1977 [130] as the Probability Ranking

Principle:

“If a reference retrieval system’s response to each request is a ranking of the
documents in the collection in order of decreasing probability of relevance to
the user who submitted the request, where the probabilities are estimated
as accurately as possible on the basis of whatever data have been made
available to the system for this purpose, the overall effectiveness of the
system to its user will be the best that is obtainable on the basis of those
data.”

In the most common scenario, the retrieval models takes a document and query rep-

resentation as input, and output a score indicating the probability of relevance for a

document to the query. Retrieval models often represent queries and documents as bags

of words to estimate the similarity between user request (query) and the document,

ignoring their linguistic structure. Despite the fact that valuable information could be

lost using the bag of words approach, it is has been shown to provide a reasonable first

approximation [149].

Several retrieval models have been proposed with a pursuit of retrieving relevant

information, under the assumption that information needs conveyed by a user in the
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form a query is unambiguous. The Boolean retrieval model was one of the earliest of

them; according to this model a query is represented as a Boolean expression of terms,

and documents are represented as binary vectors indicating the presence of terms. A

set of relevant documents is obtained by selected those documents that satisfy the

Boolean expression. There is no notion of ranking documents; a document is either

retrieved or not retrieved depending on the truth value of the Boolean query.

Following this, a vector space model was by Salton introduced to handle the

importance of terms that occur in a query or document by using a multi-dimensional

vector representation and provide a way to rank documents [148]. This allowed terms

to be weighted by the frequency of occurrence in a document (term frequency or tf )

and the inverse of the number of documents that contain the term (inverse document

frequency or idf ) to identify term that help discriminate relevant from non-relevant

documents [132]. Depending on the specific values of tf and idf and the way they are

combined, documents can be ranked according to how similar they are to the query by

computing the cosine of the angle between a vector representing the document and a

vector representing the query.

The Probability Ranking Principle, which formalized Salton’s notion of ranking,

resulted in the development of various models using probability theory. BM25 is by

far the most popular model; it gives an approximation of a 2-Poisson model of term

“eliteness” using a handcrafted equation that makes use of term frequency and inverse

document frequency components to model relevance [135, 131]. The relevance score of

a document D for query Q is given by

score(Q,D) =
∑

w∈Q∩D

tfw,Q

(k1 + 1)tfw,D

k1((1− b) + b |D|
avg doclen

log
N − dfw + 0.5

dfw + 0.5
(2.1)

where the sum is over terms that occur in both query and document, tfw,Q is the number

of times term w occurs in the query, tfw,D is the number of times term w occurs in the

document, |D| is the length of the document (i.e. the number of terms in it), avgdoclen

is the average length of documents in the collection, N is the number of documents in
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the collection, dfw is the number of documents term w occurs in the collection, and k1

and b are free parameters.

More recently, probabilistic language models, a statistical technique that found

much success in speech processing, were successfully adopted to IR [120, 137]. Since

then, language models have grown in popularity, with several different versions appear-

ing in the literature [168, 98, 18, 196]. The most common is known as the Dirichlet-

smoothed query-likelihood model, which has the following form:

score(Q,D) =
∑

w∈Q

tfw,D + µ · ctfw
|C|

|D|+ µ
(2.2)

Instead of inverse document frequency, language models use collection term frequency

(ctf ), the number of times a term appears in all documents in the collection, divided

by the total number of terms in the collection (|C|). The language model has been

particularly successful in that it can more easily do things like incorporating term

dependencies by weighing query terms to improve retrieval performance [118, 105, 17].

Most models that have been developed for novelty and diversity build on the techniques

discussed above or make use of them indirectly.

The retrieval models discussed above were developed for so-called ad hoc re-

trieval, in which a system must be able to take an arbitrary query and estimate rele-

vance under the assumption that the query conveys the users’ information needs un-

ambiguously. These models estimate the probability of relevance based upon a single

representation of user’s information need, and further assume relevance of a docu-

ment to be independent of other documents; the only things important to the scoring

functions are the query representation and the single document representation. New

retrieval models are needed to address the challenges of novelty and diversity discussed

in Section 2.1.

2.2.1 Maximal Marginal Relevance and Reducing Redundancy

One of the first retrieval models to address the issue of redundancy in a ranked

list was Carbonell and Goldstien’s Maximal Marginal Relevance [30]. Given an initial
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set of ranked documents (provided by one of the approaches above, for example), the

MMR algorithm iteratively re-ranks them to produce a ranking with less redundancy.

MMR uses a formula that combines relevance and “novelty”, with novelty represented

as lower similarity between two documents, in a linear manner, allowing the degree of

novelty to be controlled using a parameter λ:

MMR = arg max
Di∈R;Di /∈S

[

λ score(Di, Q)− (1− λ) max
Dj∈S

(sim(Di, Dj))

]

(2.3)

where R is an initial set of documents which is to be diversified, S is the current

subset of document selected for the new ranking, score(Di, Q) is any scoring function

which measures query relevance (e.g., BM25, language model, etc), sim(Di, Dj) is

any similarity function which measure the similarity between two documents (cosine

similarity is a commonly used measure), and λ is a parameter used to vary the amount

of novelty. By using the original relevance score and discounting documents that are

more similar to some already-ranked document, the algorithm prefers those documents

that are both relevant to the query and also less similar to any document ranked in a

prior iteration.

A probabilistic interpretation of MMR was given by Zhai et al. [197], in which

probability of relevance P (rel|Di) and a probability of containing novel information

P (new|Di) is combined into a scoring function conditional on previously-ranked docu-

ments D1, D2, .., Di−1:

score(q,Di|D1, ..., Di−1) =c1P (rel|Di)P (new|Di)

+ c2P (rel|Di)P (¬new|Di)

+ c3P (¬rel|Di)P (new|Di)

+ c4P (¬rel|Di)P (¬new|Di)

Zhai et al. argue that there is no cost to presenting a novel relevant document (i.e.

c1 = 0) and that the cost of presenting a non relevant document is unaffected by
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whether that document is novel or not (i.e. c3 = c4), resulting in the final rank-

equivalent scoring function:

score(q,Di|D1, ..., Di−1) = P (rel|Di)

(

1−
c3
c2

− P (new|Di)

)

The ratio c3/c2 can be replaced with a single parameter ρ, and the problem reduces

to estimating P (rel|Di) (which can be done with the query-likelihood score Eq. 2.2)

and P (new|Di). Zhai et al. propose an estimate they call AvgMix, which is essentially

the query-likelihood score with the query replaced by document Di and the document

replaced by a concatenation of all documents ranked up to position i− 1.

Similar to MMR, Carterette and Chandar [38] used a greedy approach that

starts with a ranked list by relevance score and then prunes documents that are sim-

ilar to higher-ranked documents beyond some threshold, while Chen and Karger [51]

proposed to optimize the probability of obtaining at least k relevant documents in a

given set of retrieved documents.

2.2.2 Models Based on Subtopics

In Section 2.1, we noted the ideas of nuggets in the TREC Question Answering

track and intents behind ambiguous queries in the TREC Interactive track. The idea

behind both is the same—to decompose the query into simpler units that documents

can be judged more precisely. Since the word “topic” has come to be used in IR as

a representation of an information need, these simpler units have come to be known

as subtopics. The idea of retrieval models based on subtopics is that the best way

to improve a user’s experience with a search engine is to try to identify subtopics

rather than retrieving broadly relevant documents. Therefore, their goal is to retrieve

a ranked list of documents such that each one contains novel subtopics that are either

relevant to the information need or relevant to some alternative intent.

Subtopic-based models typically follow a standard framework: given an ini-

tial ranking by relevance score, an automatic retrieval system hypothesizes a set of

subtopics, scores documents against these subtopics, then re-ranks them with a di-

versity ranking function. An example illustrating a typical subtopic-based approach
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is given in Figure 2.1. Given a query such as nlp, an initial ranking of documents is

obtained using a relevance function such as BM25 (Section 2.2). Then, the system

hypothesizes a set of subtopics for nlp and estimates the probability that a document

is relevant to each of those subtopic; this produces the matrix of probabilities shown.

The subtopics identified by the system in the figure include neuro-linguistic program-

ming, natural language processing and nlp basketball. Finally, a diversification function

is used to produce a diverse ranked list. In our example, ideally, the system must

produce the following ranked list — {Doc1, Doc2, Doc4, Doc3}; the ranked list covers

all three subtopics higher in the ranking satisfying users with different intents early.

Such models have two primary components: a module for hypothesizing subtopics

(often using data mining techniques) and a module for re-ranking documents. First, we

discuss the various approaches to identifying subtopics; we follow that by summarizing

various diversity ranking functions proposed in the literature.

Figure 2.1: An example illustrating the workflow and various component in a subtopic
based approach to model novelty and diversity.
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2.2.2.1 Subtopic Mining Techniques

Methods proposed to identify a set of subtopics for a given query can be classi-

fied into two categories: implicit and explicit. Implicit methods model subtopics using

information contained within documents obtained from an initial retrieval, whereas

explicit methods make use of external information such as query log, Wikipedia dis-

ambiguation, links between documents, etc, to identify subtopics for a given query.

Table 2.1 categories various subtopic mining techniques proposed in the literature.

Table 2.1: Representative subtopic mining approaches in the literature, categorized
by the source of information the model requires to generate subtopics.

Implicit Methods Explicit Methods
Topic Models [38] Query Suggestions [155]
Cluster Analysis [38, 84] Clicks and Reformulation [124]
Language Models [197, 38] Taxonomy-based [2]
Pattern Mining [199, 190] Wikipedia [88]
Entity-based [38] Webgraphs [43]

Many of the implicit methods represent subtopics as a bag of words; in particu-

lar methods based on topic modeling or clustering represent a subtopic as a weighted

collection of words that may have no obvious meaning to a human. Nevertheless, such

approaches have been illustrated to improve diversity ranking. Several approaches can

be broadly thought of as “clustering”: k-means clustering of documents; hierarchi-

cal clustering; clustering salient phrases from search result snippets [190]; hierarchi-

cally clustering snippets according to themes; discovering common phrases; identifying

meaningful groupings using Latent Semantic Indexing. Documents obtained from dif-

ferent high-quality clusters are more likely to be relevant and diverse; thus, a set of

high-quality clusters may represent the diverse information needs for a query. Typically,

documents contain relevant and non-relevant information; the non-relevant information

in a document could lead to noisy clusters. A pattern-based approach was introduced

to overcome this limitation by identifying semantic relation between term through their
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co-occurrences in retrieved documents [199]. Another approach considered represent-

ing various hypothesized subtopics for a query by constructing of relevance models or

topic models [38].

Explicit approaches leverage external sources such query logs, Wikipedia dis-

ambiguations, Open Directory Project, or other sources to model subtopics for a given

query. Many of these represent subtopics as short phrases that would be understandable

to humans. Santos et al. [156] exploited query suggestions (or related queries) from pop-

ular web search engines to improve diversification effectiveness. Several methods use

query logs, including reformulation, session, and query-URL clicks data [191, 101, 29].

Strohmaier et al. [171] employ a random walk similarity algorithm to group queries ob-

tained from similar session, the frequency of quires in the log can be used to estimate

popularity (or importance). These methods suffer the data sparsity issue as a given

query might not be present in the taxonomy or logs might not have enough user data

to extract subtopics. Furthermore, there are various settings where query logs or any

external information is not available.

Once a set of subtopics has been obtained, it is usually straightforward to com-

pute a score for each document and each subtopic: regardless of whether it is repre-

sented as a bag of words or a short phrase, the subtopic can be treated as a query

in any of the scoring functions detailed in Section 2.2. This produces the matrix of

document-subtopic scores illustrated in Figure 2.1.

2.2.2.2 Diversity Ranking Functions

Once a set of subtopics and scores have been obtained, the final step is to

obtain a ranking that maximizes subtopic coverage and minimizes redundancy. Various

functions have been shown to improve system performance; we discuss them below. The

general idea behind all of them can be expressed mathematically as follows:

DivFun(Q,D,R) = λ rel(D|Q) + (1− λ)div(Q,D, S,R) (2.4)

where Q is the user’s query, D is the document being scored for diversity, R is the orig-

inal ranking of documents by relevance score, and S is the set of subtopics. rel(D|Q) is
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the relevance score for document D (again, this could be any function in Section 2.2),

and div(Q,D, S,R) is a diversity score computed from the query, the document, the

original ranking, and the subtopics. The λ parameter is used to tune the tradeoff

between relevance and diversity in the final ranking.

Since the relevance score can (in theory) be any of those discussed in Section 2.2,

we differentiate the models below by their implementation of the diversity function.

WUME – Yin et al. [194] proposed a diversity function that combines the relevance

and coverage of subtopics given a query. The function that they refer to as WUME

considers only the subtopic coverage of a document ignoring novelty. The diversification

function is shown below:

divWUME =
∑

s∈S

P (s|Q)P (D|s) (2.5)

where P (s|Q) gives the probability that a user cares about subtopic s, with a higher

probability indicating greater importance, and P (D|s) is the score based on the content

of the document and subtopic, weighted by the likelihood that the document belongs

to a particular subtopic. The function maximizes the coverage of subtopics present in

a ranked list.

IA-Select – Agrawal et al. [2] studied the problem of answering ambiguous web queries

by classifying information in both queries and documents. They present an approach

to increase user satisfaction by taking into account the various intents a user have

for a query. A query q could belong to a set of categories C(q) and a document d

could belong to a set of categories C(d). Assuming that the probability distribution of

categories for the query P (s|q) is know, finding a set of documents with diverse ranking

is possible by maximizing the function

divIA−Select =
∑

s∈S

P (s|Q)(1−
∏

d∈R

(1− P (d|s))) (2.6)
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where P (s|Q) gives the probability that a user cares about subtopic s, with a higher

probability indicating greater importance, and the second part of the equation (
∏

d∈R(1−

P (d|s))) iterates over previously ranked documents R penalizing documents with re-

dundant subtopics to promote novelty. The function considers those subtopic that are

not covered in the ranked list as more useful.

xQuad – Santos et al. [156] proposed a probabilistic function that maximizes the rel-

evance of of a document to the given query and the novelty of each subtopic given

the previous ranked documents in the ranking. The coverage and novelty components

are combined into a single entity in this function. The function is a greedy algorithm

that picks a document that maximizes the below function to add to the final diverse

ranking.

divxQuad =
∑

s∈S

P (s|Q)P (D|s)
∏

d∈R

(1− P (d|s)) (2.7)

where P (s|Q) gives the probability that a user cares about subtopic s, with a higher

probability indicating greater importance, and P (D|s) is the score based on the content

of the document and subtopic, weighted by the likelihood that the document belongs

to a particular subtopic. Final part of the equation
∏

d∈R(1 − P (d|s)) estimates the

novelty of a document D by comparing it to previously ranked documents R for each

subtopic s.

Square Loss Function – A diversification function similar to the xQuad, but it uses a

square loss function to account for the novelty a document provides to the ranking.

The coverage and novelty components are combined into a single entity in this function

as well [200]. The function computes the novelty of each subtopic for all the documents

and picks the document that maximizes the function given below:

divSqLoss =
∑

s∈S

P (s|Q)P (D|s)(2− 2
∑

d∈R

(P (D|s)− P (D|R)) (2.8)

where P (s|Q) gives the probability that a user cares about subtopic s, with a higher

probability indicating greater importance, and P (D|s) is the score based on the content
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of the document and subtopic, weighted by the likelihood that the document belongs

to a particular subtopic. The (2 − 2
∑

d∈R(P (D|s) − P (D|R)) part of the formula is

a square loss function that takes into account previously ranked documents to capture

novelty.

For all of these models, λ would be determined from training data; the same

value of λ would be applied to every query. However, it is not necessarily the case that

each query should be diversified equally; some could benefit from selective diversifica-

tion. Santos et al. [158] proposed to learn the diversification tradeoff parameter on a

per-query basis. They gathered a pool of query features and learn a model in order

to determine the diversification tradeoff for unseen queries, thereby improving overall

diversity ranking effectiveness.

2.2.3 Other Approaches to Diversity Ranking

MMR (and variants) and approaches based on subtopics have been the primary

models developed in the IR literature. There are other approaches as well. Online

learning method that exploit users’ feedback to learn diversity or novelty function

have been considered; Radlinski et al. [123] proposed an online learning algorithm

that optimized on the number of clicks found in the logs for a given query to improve

effectiveness. Researchers have also proposed offline supervised learning scenario to

utilize various machine learning technique for the problem [103, 122, 157, 162]. Yue et

al. [195] constructed a training data using initially retrieved documents and subtopic

level judgments to learn a function that maximizes coverage. A similar supervised

learning approach within an online setting was presented by Raman et al. [126].

Building upon the foundations of quantum mechanics, Zuccon and Azzopardi [202]

introduced a novel quantum probability principle that takes into account the relevance

of other documents in the ranked list. Other approaches to the diversification prob-

lem includes: a risk minimization framework based on portfolio theory [189]; modeling

diversity of a query directly at the term-level [69]; an election-based approach [70];
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an axiomatic framework for result diversification [74]; a method to combine subtopics

from multiple sources [84]. More recently, data fusion techniques for diversification

were proposed and found to positively impact system performance [102].

2.3 Evaluation

Information retrieval evaluation aims to predict the retrieval system’s ability

to satisfy user’s information need. The question of what and how to of IR evaluation is

tied to the retrieval task at hand, which in turn dictates all other experimental design

choices such as the notion of relevance, etc. A typical IR task is ad-hoc retrieval : a user

enters a keyword query, and the retrieval system returns a ranked list of documents.

Within the ad-hoc retrieval task researcher identified different sub-tasks such as known-

item retrieval [15] and topic distillation [66] where users are looking for more specific

information, passage retrieval task in which the unit of retrieval is a passage [85,

112]. Other tasks commonly studied within the field include: information filtering or

routing [134]; automatic detection and tracking of emerging stories in stream of text

(Topic Detection and Tracking) [5]; searching medical scholarly articles for various gene

names [86]; searching semi-structured documents focusing on retrieval of document

fragments [97]. While our work might be relevant to other tasks, we restrict our study

to a task similar to ad-hoc retrieval, where the information need underlying a query

is diverse, and the system is expected to return a ranked list of documents containing

relevant and non-redundant information.

Two types of IR evaluation has been identified in the past: user-based and

system-based evaluation [182]. The goal of a user-based evaluation is to measure sys-

tem effectiveness taking into account various factors that affect user satisfaction in real

time. A user-based evaluation tries to create a scenario as close as possible to a scenario

faced by real users using an IR system, and aims to estimate system performance. On

the other hand, system-based evaluation simulates a scenario to reflect an interaction

between a real user and a retrieval system. The simulation consists of a set of infor-

mation needs (topic), and a set of relevance judgments for a set of document for each
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topic. A set of information needs are created by assessors (or task organizers), along

with a keyword query. In general, the information needs are expected to represent the

actual needs of the user. Eventually, assessor judge documents returned by systems

determining their relevance for a given information need. Evaluation measures use

these relevance judgments to predict system effectiveness. System-based evaluation of

less expensive compared to user-based evaluation as the relevance judgments can be

reused to test new systems developed.

In early 1960s, the work of Cleverdon and his collaborators to build the Cranfield

collections is considered as the starting point of system-based IR evaluation. Cranfield,

a small test collection was constructed to test retrieval systems in a laboratory setting.

The collection consisted of 1,400 research articles written on aerodynamics [60], 221

queries, and relevance judgments for every document for each query. The queries and

relevance judgments were obtained by sending out questionnaires to authors asking

them to write a natural language question summarizing the problem addressed in their

paper; these became the collection topics. (For a detail historical review of IR evalua-

tion, see Chapter 1 in [152]) The methodology later came to be known as the Cranfield

Methodology and has become the standard in information retrieval evaluation [187].

According to the Cranfield style of evaluation, systems under comparison pro-

duce a ranked list for a set of topics and effectiveness scores are averaged. The method-

ology makes three simplifying assumptions as pointed out by Voorhees et al. [182]: (1)

only topicality of the document is considered to estimate relevance, (2) a single assessor

can capture the need of the entire user population, and (3) for each topic all possible

relevant documents in the collection are known. Various strategies have been proposed

in the past to deal with scenarios when some assumptions are violated. A great deal of

research effort has gone into studying the problem, and they show that it is possible to

evaluate systems effectively even when the assumptions are violated. The rest of this

section gives a brief overview of the standard experimental design for system based

evaluation of ad-hoc retrieval task and extends the discussion to our diversity problem

when applicable.
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2.3.1 Test Collection

A test collection consists of three distinct components: a collection of documents

(often known as document corpora), a set of information needs that are represented by

statements (topics) or a set of keywords (queries), and a set of relevance judgments.

The relevance judgments are a list of relevant documents for each topic that are ex-

pected be retrieved by the retrieval system. We discuss each of these components in

detail below.

Document Corpora

Document corpora consist of a set of retrievable units (often documents) from which an

IR system searches for relevant information. The choice of the corpora is determined

by the retrieval task [82, 75, 111] and the availability of the corpora [188]. Creating

a test collection is a difficult task [172], the corpora must contain documents on a

variety of topics while making sure enough documents are present in the collection for

a single topic. If the documents are on several different topics, it is much easier to

create queries for the test collection. Care must be taken to ensure that each topic

does contain enough relevant documents in the corpora. Finding the right balance is

important, as an estimation of system effectiveness over a set of diverse topics would

result in more generalizable conclusions. Also, the document collection must enable the

creation of information needs that are representative of user needs in the real world.

The early days of IR evaluation depended on a series of smaller test collection

such as ADI, MEDLARS, OSHMED, etc. [150, 100, 87] that often consisted of a collec-

tion of research literature or news articles. Sparck-Jones and Van Rijsbergen stressed

on the need for larger collections and proposed their idea of an ideal test collection [169].

Their vision of creating a large test collection was the foundation for a community-

based evaluation standard (Text REtrieval Conference – TREC). In 1992, TREC was

started with the initial goal of building a large test collection to evaluate TIPSTER (a

text retrieval research project) [188]. Thenceforth, the evaluation program has oper-

ated on an annual cycle with the goal of creating test collections for various retrieval

tasks. The created test collections are made available to the research community every
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year. Over the years, the size of the corpora has progressed from a few thousand to

millions of documents (the first TREC collection), to billions of webpages and other

documents.

Construction of document corpora for tasks such as web page retrieval is possible

by obtaining a subset of available webpages on the internet. Crawlers are employed to

collect a set of webpages; they begin with a certain number of seed webpages, extracting

the content and out-links present in each page, and proceed in an iterative manner.

In other words, the crawlers simply sample a subset of the webpages on the world

wide web. The sample size and sample bias can affect the accuracy and quality of the

retrieval systems considerably [83]. Thus, different crawling strategies can be engaged

to bias the crawler towards desired pages based on some criterion such as: link-based

popularity [52] , topicality [42], user interests [115], and avoidance of spam [77]. We

use a newswire corpus created by Allan et al. [6] and a web corpus (Clueweb 09)

distributed as part of the Lemur Project [53] (for details, please refer to Appendix A)

Topics

A set of topics need to be created as part of the test collection. The systems are

evaluated based on their performance on these topics. Since, the goal of system-

based evaluation is to estimate the real world performance of a system, chosen topics

must be realistic and closer to information needs of real users using the system. Fur-

ther, each topic must contain enough relevant documents in the document collection.

Thorne [175], in his work suggested sampling queries from logs to create a testing en-

vironment closer to a real world scenario. Although, in practice log of user queries are

not available for many document collections.

Often, topics are created by annotators who provide a detailed account of their

information need along with a short keyword query. Usually, the same annotator who

developed the topic is hired to assess the relevance of documents retrieved. Topics for

traditional collection including TREC are developed in this manner. Topics with too

few or too many relevant documents are omitted to avoid biases towards very common

and very rare documents respectively [186, 80]. Section 2.4.1.1 deals with the topic
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creation for the novelty and diversity task that accounts for ambiguity in the query

by requiring a set facets to satisfy an information need. Although, a general theory of

developing good topics for evaluation remains an open question for both ad-hoc and

novelty & diversity tasks.

2.3.2 Relevance Judgments

Accurate and reliable measurements of relevance is fundamental to the evalua-

tion of IR systems [95]. IR evaluation has traditionally focused on topical relevance: a

document is considered relevant even if the document contains a single phrase or sen-

tence on the topic of interest. Typically, relevance judgments are obtained by showing

the information need along with a document to a human annotator. The annotator

examines the document to determine its relevance to the information need. Also, the

annotator needs to quantify the degree of relevance in a document indicating how useful

the document for a given information need.

The relevance judgments are in turn used by evaluation measures to estimate

system effectiveness. Traditionally, IR evaluation has adopted to the use a binary scale

in which a document is either relevant to a topic or not. Retrieval tasks such as web

search and other precision oriented tasks require finer distinction between documents,

relevance on a 3- or 5-point has become a standard in the industry for web search

evaluation [192, 40, 89].

A document’s relevance for a given topic is almost always determined indepen-

dent of other documents, know an absolute judgments. Rorvig [136] proposed a method

to assess relevance by comparing two document side-by-side, known as preference judg-

ments. Studies suggest that preference judgments can often be made faster than graded

judgments, with better agreement between assessors (and more consistency with indi-

vidual assessors) while making much finer distinctions between documents [129, 37].

For several publicly available test collections, relevance judgments were created

by community-based evaluation efforts such as TREC, NTCIR, INEX [97, 93, 187].

The organizers hire a group of well-trained annotators to develop topics and judge a
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set of documents for a given topic to determine their relevance. While this style works

well for ad-hoc retrieval task, it becomes challenging when judgements from multiple

annotators need to be incorporated. An alternate approach of using crowdsourced

workers was described in the work by Alonso et al. [8]. In their work, workers were hired

using an online labor marketplace known as Amazon Mechanical Turk and the relevance

judgments were obtained from these workers. Such platforms enable us to recruit a

diverse pool of annotators making it possible to capture the diverse information needs,

which is desirable for our work.

Assessor Disagreement

Typically, the relevance of documents is assessed by a single assessor; however, relevance

is known to differ across assessors [177]. Even for the same assessor relevance changes

with time [160]. In 2000, Voorhees [179] constructed a test collection with relevance

assessments from additional assessors to study the impact of assessor disagreement

on evaluation. On average, the study observed an agreement of only 42%, i.e. two

assessors agreed on the relevance of a document only 42% of the time. However, these

large variations in relevance judgments did not seem to affect the relative performance

of retrieval systems. It must be noted that when alternate assessments are obtained,

additional assessors attempt to understand the information needs by looking a query

(or statement of information) in order to make the judgments. This process could

certainly be a factor leading to disagreement amongst users. The novelty and diversity

problem argues that the source of disagreement on relevance of a document is partly

due to their differing information needs and ambiguity in the query.

2.3.3 Evaluation Measures

Evaluation measures estimate the effectiveness of a system by computing a score

for each ranked list returned by the system for a set of queries. The score is proportional

to the total relevance of a ranked list for a given query. In the previous section, we

discussed various ways to estimate a document’s utility (relevance of document). The

next step is to capture the cumulative relevance (or usefulness) of a ranked list.
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Historically, the metrics were aimed at estimating the effectiveness of a set of

documents. Measures such as precision, recall, and F-Measure were proposed; these

measure aimed at determining if a document should be retrieved or not. Precision is

the proportion of retrieved documents that are relevant whereas recall is the proportion

of relevant documents that were retrieved. A measure that takes both these factors

into account is the F-measure; defined as the weighted harmonic mean of recall and

precision.

The advent of the digital era along with the information overload problem meant

that more relevant documents were available for a given query; therefore documents

were examined sequentially from top to bottom. Thus, a browsing model in which a

user scans a rank list from top to bottom, one document at a time and stops at some

rank became the norm. Precision and recall values were computed at rank cut-off to

reflect such a browsing model. Average-precision (AP) is perhaps the most widely used

metric and is computed by averaging the precision scores at each relevant document

in a ranked list [80]. Mean Average Precision (MAP), the mean of average precision

values for a set of topics became a common way of reporting system performance.

Jarvelin and Kekalainen proposed the nDCG measure to model a user who prefers to

see highly relevant documents at top ranks [91, 90]. They relied on graded relevance

judgments to model document utility, although their approach can be used with binary

judgments as well. Discounted Cumulative Gain at rank k for a given query is defined

as:

DCG@k =

k
∑

i=1

2gi − 1

log(i+ 1)
(2.9)

where gi is the relevance grade of the document at rank i. The metric rewards docu-

ments with large relevance grades, while discounting the gains at lower ranks. Thus, the

measure favors systems that rank highly relevant documents high in the ranked, which

is the foundation for most precision-based metrics such as Ranked Biased Precision

(RBP) metrics [110]. RBP can be defined as

RBP = (1− p)
k

∑

i=1

gip
i−1 (2.10)
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where gi is the relevance grade of the document at rank i and p represents the probabil-

ity that the user will persist looking through the ranked list, and 1−p gives the stopping

probability. More recently, Chapelle et al. [50] introduced Expected Reciprocal Rank

(ERR) that takes into account the relevance of previously ranked documents. Accord-

ing to ERR, the probability of relevance of a document diminishes as the relevance of

higher ranked documents increases and is defined as:

ERR@k =
k

∑

i=1

1

r

i−1
∏

r=1

(1− pr)pi (2.11)

where pi denotes the probability that the document at rank i is relevant. In practice, pi

is defined as a function of the relevance grade of a document, i.e. pi = (2gi−1)/2gmax−1

with the maximum possible grade for a document denoted by gmax. Other rank-

biased metrics that have been reported in the literature include: reciprocal rank (the

reciprocal of the rank of the first relevant document retrieved) [94]; R-precision [10].

The measures presented above are the most common for evaluating ad hoc retrieval.

2.3.4 Incompleteness in Relevance Judgments

As test collections became larger and larger, the problem of assessors not being

able to judge every document in the collection had to be addressed. To deal with

this problem, a common strategy known as pooling was employed. Pooling is a doc-

ument selection strategy where only the union of top k documents retrieved by each

system per topic are judged. Pooling makes the judgments incomplete thus violating

the assumption made by the Cranfield paradigm, but studies have been conducted to

validate the use of pooling [79, 201]. The methods used in these studies encouraged

researchers to experiment with shallower pooling depths. Later, it was found that even

a shall pooling depth of 5 produces a good approximation to evaluations done with a

pool depth of 100 [35].

Typically, IR researchers are faced with evaluating a set of retrieval system. For

instance, TREC style community evaluation needs to obtain relevance judgments to

evaluate a set of submitted systems. The goal, then, is to compare the effectiveness
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of these submitted systems. Hence, efficient document selection strategies could be

employed to judge documents that help discriminate systems by their performance.

Cormack et al. [65] proposed a technique called “Move-to-Front Pooling” that pri-

oritizes documents by the rank and system that retrieved the document. A similar

method was introduced by Zobel et al. [201] in which documents from a shallow pool

is judged first and then, the second pool is constructed based on the knowledge ob-

tained about the systems and topics in the initial pool. Other algorithmic approaches

of selecting documents include: selection of documents to best approximate full rank-

ing of systems [109] or comparing two systems [41], a hedge algorithm using an online

setting [11]. Although the algorithmic approaches reduce the number of relevance

judgments required, the values of evaluation metrics estimated by these approaches

are hard to interpret.

Therefore, new approaches and measures were proposed to deal with incom-

plete relevance judgments. The proposed methods include: the bpref measure that

counts the number of document pairs that were swapped when compared to an ideal

ordering [24], inferred average precision (infAP) [193], condensed list (where unjudged

documents are excluded from the ranking) [141], making relevance prediction by as-

suming relevance of a document to be uniformly distributed [36].

For the novelty and diversity task, a shallow pool of 10 or 20 is used to obtain

a pool of documents. While there exist several studies to validate the use of pooling

to obtain an unbiased sample of documents for the ad-hoc evaluation, only simple

pooling techniques are being used for the diversity task and its validation is still an

open question to be considered in the future.

2.3.5 Reliability of Evaluation

Ideally, system-based evaluation must predict the expected effectiveness of a

retrieval system in real search scenarios. However, the methodology used to construct

test collection significantly affects the prediction quality. Nevertheless, system-based

33



evaluation fosters rapid research and development by providing an easy and accessible

testing framework.

System-based evaluation must strive to restrict the source variance to the re-

trieval algorithm being tested [133]. Topic sample is a major source of variance; thus

several studies in the literature have been dedicated to investigate this effect [184]. Us-

ing an analysis of variance model, Banks et al. [13] showed the topic effects to be the

largest source of variability. The work pointed out that the choice of topics influence

system performance considerably and the way a system treats each topic contributes

to its effectiveness significantly. To deal with this variability, effectiveness scores are

typically average over a set of topics. A natural question that arises is, how many topics

are needed to distinguish system effectively. Empirical studies suggest that statistical

difference in effectiveness scores over 50 topics [185, 23] with relative score difference of

more than 10% are considered reliable [154]. There has been several studies conducted

to study the effect of pooling depth and topic size with the goal of providing a set of

guidelines leading to more reliable evaluation [184].

2.3.6 Repeatability and Reusability

The test collection are expected to facilitate both repeatability and reusability.

Repeatability enables researchers to produce the same result every time the experi-

ments are conducted under the same environment. Whereas, reusability ensures that

relevance judgments in a test collection are complete allowing researchers to compare

any new methods that they develop in the future. Comparison of old systems against

a new system is possible without requiring any additional relevance judgments in such

a setting.

The use of pooling described earlier makes relevance judgments incomplete and

thereby raising concerns about reusability of a test collection. Zobel et al. [201] con-

ducted a study in which they held out one or a set of runs submitted by a group to

TREC for construction of document pools. They observed that missing relevant doc-

uments did not seem to affect the relative performance of the systems. More recently,
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a method to quantify the reusability of a test collection was proposed by Carterette et

al. [39]. Reusability of test collection for novelty and diversity requires investigation

into how unjudged documents affect effectiveness of a system [144] as well as how cov-

erage of subtopics or nuggets (that represent diverse information needs) affects system

performance.

2.3.7 Analysis of Evaluation Measures

Evaluation measures play a vital role in analyzing the performance of a sys-

tem, comparing two or more systems, and optimizing systems to perform some task.

Evaluation measures models the user’s satisfaction with a retrieval system by a single

score, which is a complex process. The complexity involved along with different ways to

model user satisfaction has resulted in several different evaluation measures. Analyzing

the strengths and weaknesses of commonly used evaluation measures is essential for

improving and understanding them. Tague-Sutcliffe and Blustein [173] were amongst

the first to compare different evaluation measures. They analyzed the correlation be-

tween system rankings as determined by different precision-based evaluation measures.

The correlations were useful in identifying if the evaluation metrics measure similar or

different aspects of a system.

IR system developers and researchers often rely on an evaluation metric to

answer questions like: “Does system A significantly outperform system B?”. Naturally,

the ability of the metric to discriminate between systems becomes a concern. Zobel et

al. [201] proposed a swap method to test the predictive power of a measure. According

to their method, topics were split into two halves, then a pair of runs is compared using

an evaluation measure using the first half and later using the second half. If the order of

pairs remained the same across the two halves, the measured result is considered correct

or else the result is considered a mistake. Similar studies were done on different test

collections to compare P@10 and MAP by their predictive power [23, 185, 165, 154]. A

measure of co-variance (Cronbach’s Alpha) [20], and a bootstrap test to count statistical

significance between pairs of runs [142] are other notable ways to measure stability.
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However, it is worth mentioning that a measure that sorts systems by runid will be

identified as perfectly stable by the above methods [152].

Alternatively, researchers in the past have tried to measure the correlation be-

tween user preferences and predictions made using a test collection and evaluation

metrics. A study conducted by Al-Maskari et al. [3] looked for correlations between

the effectiveness scores returned by different evaluation measures and user satisfaction.

Rank-biased measures such as DCG were found to show strong correlating with user

measures. Similar observations were made by other researchers as well [89, 4]. A study

by Smith and Kautor [163] engaged users to search using two different versions of a

web search engine. One version displayed results from rank 1 whereas the second dis-

played results starting from a much lower rank (both rankings were obtained from the

same IR system). The latter system was presumably much worse, although to their

surprise, there was no significant difference in user satisfaction. The authors reported

that the users adapted to the poorer system by issuing more queries (often reformu-

lating queries) to deal with the smaller number of relevant documents retrieved. The

dynamic nature of the users make accurate measurement of user satisfaction extremely

challenging.

2.4 Novelty and Diversity Evaluation

The evaluation for the novelty and diversity task must account for multiple

information needs underlying a given query (diversity) and the amount of novel infor-

mation in a ranked list (novelty). An intuitive way to model diversity and novelty is to

use a set of subtopics to represent a given query. Each subtopic is expected to reflect

a specific information need of a query, and the presence of a subtopic in a document

indicates the relevance towards that information need. The subtopics enable modeling

of novelty by examining the number of previously unseen subtopics in a ranked list. We

explain the construction of test collection (Section 2.4.1) using the subtopic approach

and also discuss various evaluation metrics (Section 2.4.2).
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2.4.1 Test Collections for Novelty and Diversity

Typically, a test collection consists of a collection of documents, a set of infor-

mation needs (or topics), and judgments of relevance for each document per topic. If

subtopics are used to model novelty and diversity, then a set of subtopics reflecting

user’s information needs for a query has to be curated. Additionally, at least two levels

of relevance judgments are needed: binary or graded judgments indicating the rele-

vance of each document, and for each relevant document, a list of subtopics contained

within the document.

The creation of topics in a test collection is nontrivial for any IR task; the need

to develop topics with multiple information needs makes it even more challenging. Also,

the test collection must contain a representative set of subtopics for each topic. There

exists two popular ways of obtaining those subtopics: (1) for each relevant document;

annotators are required to judge the relevance of a document against a pre-defined set of

subtopics, and (2) the annotators create subtopics upon examining relevant documents

by either highlighting phrases or creating their own subtopic labels. Section 2.4.1.1

discusses these methods in detail. Once, a set of topics (along with subtopics) are

available, the next step is to obtain relevance judgments for each document. A pool

of documents are selected for a topic, then human annotators are asked to review the

relevance of each document. Typically, a pool depth of 20 is used to select a set of

documents that are judged by trained assessors. Generally, a binary grade is assigned

to each document indicating the presence of each subtopic for a given query.

Two test collections suitable for studying the problem of novelty and diversity

in English that are publicly available include: the TREC Web Track Diversity Task

dataset [53] and the newswire data prepared by Allan et al. [6]. We use both of them,

please refer to Appendix A for a detailed description of the datasets. The NTCIR

Intent task dataset is another test collection similar to the TREC dataset is used to

studying this problem in Chinese and Japanese [93].
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2.4.1.1 Topic Creation

In this section, we briefly talk about two popular methods of identifying a rep-

resentative set of subtopics for evaluation purposes. We believe an exhaustive enumer-

ation of all subtopics for a query is very hard, thus rely on alternative way to obtain

subtopics implicitly using preferences (discussed in Chapter 4 and 5). We argue that

different methods used for subtopic creation could lead to considerable differences in

evaluation.

Query Logs – The logs of commercial search engines often keeps track of user’s inter-

actions such as queries issued to the system with timestamp, reformulation, document

clicked for a query, etc. Often such logs contain millions of queries that provide a rich

source of information reflecting user’s real information needs. Evidence from clicks and

reformulation provides information about the relatedness between queries; for example,

if a document is clicked often for two different queries then the queries are more likely

to be related. The TREC Web track Diversity task dataset is created using query log

with the help of a tool that clusters query reformulations of the given query obtained

from query logs [124, 53]. Clusters obtained using such methods were manually exam-

ined to filter strange and unusual interpretations.

Document Annotation – Alternatively, subtopics can be obtained by assessors exam-

ining documents to identify relevant text fragments (a phrase or paragraph) and group

them by defining labels that represent subtopics. Notice unlike the TREC dataset the

subtopics were not provided to the assessors beforehand. The Newswire dataset com-

piled by Allan et al. [6] is created this way, it consists of three levels of judgments for

each query: binary relevance judgments, list of subtopics for each relevant document

and a passage in the document supporting its relevance to the subtopic. Recently, a

similar nugget-based approach was used to identify subtopics [117, 116, 145].

The differences between the two methods are subtle, yet it leads to different

number of subtopics being created for each topic having practical implication. The
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Figure 2.2: Number of subtopic identified by the two annotators for each query for
the newswire dataset.
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number of subtopics for the TREC queries ranges between two and eight with major-

ity of the queries containing three to four subtopics. The Newswire contains two set of

judgments obtained from two different annotators. Figure 2.2 shows the disagreement

on the number of subtopic between the annotators. This clearly demonstrates that

there is substantial disagreement between assessors about the number of subtopics.

While the document annotation approach generates more subtopics, the coverage of

these subtopics is still questionable due to the limitation on the number of documents

examined. Secondly, although search engine logs contain interaction from millions or

users, the subtopic identification algorithm induces a bias towards popular intents when

data is sparse. Also, the subtopics obtained using these methods are often broad and

less suitable for novelty evaluation.

2.4.2 Evaluation Measures for Novelty and Diversity

Evaluation measures for novelty and diversity must account for both relevance

and novelty in the result set. It is important that redundancy caused by documents

containing previously retrieved subtopics are penalized while documents containing

novel information are rewarded. Most evaluation measures solve this problem by re-

quiring that the subtopics for a query be known and that documents have been judged

with respect to subtopics. An alternate to the subtopic approach was proposed by

Chandar and Carterette [48]; they proposed a set of utility based metrics to calculate

the effectiveness of the rank list. The work proposed herein discusses these utility-based

metrics in detail.

The subtopic approach has been used predominantly for reporting effectiveness

scores for novelty and diversity. A simple set-based measure called subtopic recall

was introduced by Zhai et at. [197] to estimate the coverage of subtopics in a ranked

list. Subtopic recall does not take into account the importance of subtopic nor does

it account for novelty. To overcome this limitation, the intent-aware metrics extended

the traditional ad-hoc measure to estimate effectiveness in the presence of multiple
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subtopics for a query [2]. Clarke et al. [58] introduced α-nDCG, a cascade-based

metric to encourage the coverage of multiple subtopic while penalizing the presence of

redundant subtopics in a ranked list. Other measures include ERR-IA [49], NRBP [57],

D-Measures [143], etc. We explain in detail various measures used in this work.

Subtopic Recall – measures the number of unique subtopics retrieved at a given rank

[197]. Given that a query q has m subtopics, the subtopic recall at rank k is given by

the ratio of number of unique subtopics contained by the subset of documents up to

rank k to the total number of subtopics m.

S-recall@k =

∣

∣

∣

⋃k
i=1 subtopics(di)

∣

∣

∣

m
(2.12)

α-nDCG – scores a result set by rewarding newly found subtopics and penalizing

redundant subtopics. In order to calculate α-nDCG we must first compute the gain

vector [58]. The gain vector is computed by summing over subtopics appearing in the

document at rank k:

G[i] =
m
∑

j=1

(1− α)cj,i−1 (2.13)

where cj,i is the number of times subtopic j has appeared in documents up to (and

including) rank i. Once the gain vector is computed, a discount is applied at each rank

to penalize documents as the rank decreases. The most commonly used discount func-

tion is the log2(1 + i), although other discount functions are possible. The discounted

cumulative gain is given by

αDCG@k =
k

∑

i=1

G[i]

log2(1 + i)
(2.14)

α-DCG must be normalized to compare the scores against various topics. This is done

by finding an “ideal” ranking that maximizes α-DCG, which can be done using a greedy

algorithm. The ratio of α-DCG to that ideal gives α-nDCG.

Intent-aware Family – Agarwal et al. [2] studied the problem of answering ambigu-

ous web queries, which is similar to the subtopic retrieval problem. The focus of their
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evaluation measure is to measure the coverage of each intent separately for each query

and combine them with a probability distribution of the user intents. They call this the

intent-aware family of measures. It can be used with most of the traditional measures

for evaluations such as precision@k, MAP, nDCG, and so on.

ERR-IA Expected Reciprocal Rank (ERR) is a measure based on “diminishing re-

turns” for relevant documents [50]. According to this measure, the contribution of

each document is based on the relevance of documents ranked above it. The discount

function is therefore not just dependent on the rank but also on relevance of previously

ranked documents. A weighted average of the ERR measures for each interpretation

would give the intent-aware version of ERR [49].

D-Measures – The D and the D# measures described by Sakai et al. [143] aims

to combine two properties into a single evaluation measure. The first property is

to retrieve documents covering as many intents as possible and second is to rank

documents relevant to more popular intents higher than documents relevant to less

popular intents.

Table 2.2 shows a toy example with the subtopic judgment matrix for two dif-

ferent systems: one more diverse than the other. Table 2.3 shows the evaluation scores

for the two systems. The score are computed at rank cut-off 5. All four measures

agree with ranking of the two systems, i.e. System X diversifies more than System Y,

although the difference in scores between the two system is least for Precision-IA. We

analyzing these and more aspects of the above described measure in Chapter 4.

2.4.3 Analysis of Novelty and Diversity Evaluation Measures

Earlier in Section 2.3.7, we briefly discussed the prior works to evaluate the

ad-hoc evaluation measures and methodologies. Here, we discuss the efforts taken

to evaluate the novelty and diversity evaluation methodology. Novelty and Diver-

sity evaluation is still a new topic; there are few studies that evaluate the evaluation

methodology. To compare the ability of a measure to distinguish between systems,
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System X

documents
subtopics

a b c d e
d1 ✓ ✓

d2 ✓

d3 ✓

d4
d5 ✓ ✓

d6 ✓

d7 ✓

d8 ✓

d9
d10

System Y

documents
subtopics

a b c d e
d2 ✓

d3 ✓

d4
d6 ✓

d8 ✓

d5 ✓ ✓

d1 ✓ ✓

d7 ✓

d9
d10

Table 2.2: A toy example with 8 documents and 5 subtopics. The first ranked list is
visible more diverse than the second

Run ERR-IA α− nDCG@5 Prec-IA@5 s-recall@5
System X 0.3970 0.7707 0.2400 0.8000
System Y 0.2179 0.4187 0.1200 0.4000

Table 2.3: Effectiveness scores for the two toy example systems in Table 2.2 returned
by ERR-IA,α− nDCG, Precision-IA and subtopic-recall at rank 5.

Clarke et al. [54] studied the properties of novelty based evaluation measure by com-

paring the measures in terms of discriminative power and rank correlation. Sakai et

al. [146] compared some of the evaluation measures discussed in Section 2.4.2 using

discriminative power. The method involves pairwise computation of significance test

between the runs for a given measure. And the number of significant pairs reflects the

discriminative power of the measure.

Carterette [33] studied the mathematical properties of the diversity measure,

namely subtopic-recall and α-nDCG showing that computation of an ideal rank list in

these measures is an NP-Complete problem. His work showed that even for a small

number of subtopics a greedy algorithm could overestimate the minimum rank or ideal

gain vector required by s-recall and α-nDCG respectively, which introduces marginal

errors into calculations of these measures. Chapelle et al. [49] showed that ERR-IA
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and α-nDCG are members of a family of metrics called Intent-Aware Cascade-Based

Metrics. The work provides a theoretical analysis of the intent aware measure and

shows that the measures exhibit sub-modular properties. Chandar and Carterette [44]

compared the subtopic-based measure such as α-nDCG, ERR-IA and MAP-IA using

TREC Web track Diversity task data. They isolated different effects such as diversity,

relevance and ranking using ANOVA analysis for each measure.

Section 2.3.7 provided a brief overview of various studies intended to compare

user satisfaction and test collection based evaluation for ad-hoc retrieval. Here, we

outline the efforts taken towards validating novelty and diversity measures against user

satisfaction. Sanderson et al.[153] used the TREC Web track Diversity task dataset to

study the predictive power of ad-hoc and diversity metrics. They compared a pair of

ranked lists and measured the agreement between user preference and prediction made

by an evaluation measure for diversity, and report that intent recall is as effective as

more complex metrics such as alpha-nDCG. Chandar and Carterette [47, 46] described

the subtopic-based measures such as α − nDCG, ERR-IA, S-Recall using a set of

principles and test how well these principles hold true with respect to user preferences.
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Chapter 3

MODELS FOR NOVELTY AND DIVERSITY

Traditionally, models of information retrieval are built under the assumption

that the relevance of a document is independent of other documents in the ranking:

two identical documents are both relevant as long as they contain information the user

needs. Modeling documents as independently relevant does not necessarily provide an

optimal user experience. Certainly, five relevant documents that all contain the same

single piece of information are not as useful to a user as one relevant document that

contains five separate pieces of information – yet all the traditional evaluation measures

described in Section 2.3.3 would reward a system that provides the former more than

one that provides the latter. This problem could be resolved by modeling documents

as inter-dependent rather than independent — if a system could use the fact that its

top five documents are identical to one another, it would know to rank only one of

them. The notion of subtopics can be used to model inter-document dependencies:

two documents relevant to the same subtopic are considered 100% inter-dependent,

while two documents relevant to two different subtopics are independent.

In this chapter, we focus our attention on developing methods that hypothesize

subtopics for a given topic, and rank documents with respect to these subtopics with

the goal of reducing redundancy while maintaining topical relevance. The goal, then,

is to identify a small set of documents that cover as many unique subtopics as possible.

3.1 Retrieval Models

IR systems operate with the goal of helping a person find useful information in

response to a need. We describe two challenges faced by such systems as follows: (1)

different users with different information needs might issue the same query, but the
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Figure 3.1: Example document-subtopic graph. An edge from a document to a
subtopic indicates that the document attests the subtopic. The bolded
document nodes indicate the smallest set needed to cover all of the
subtopics.

system has no knowledge of the differing needs. Thus, systems are expected to deal

with these diverse information needs in order to satisfy a group of users. (2) often

several pieces of information (or subtopics) are required to satisfy an information need

of a single user and these pieces of information may be spread across several documents.

As we have discussed, the first case is called extrinsic diversity and is quite common

in web search. The second is often referred to as intrinsic diversity and may occur

whenever a query is underspecified. In this section, we propose to solve the latter

challenge using a probabilistic set-based approach.

Section 2.2 provided a brief overview of the existing methods for novelty and

diversity problem. Of those models, the Maximal Marginal Relevance [30] and Zhai

et al. [197]’s approaches are most suitable to our specific task. They work under the

assumption that similar documents cover similar subtopics and, therefore, consider the

subtopics of an underlying query implicitly.

Our model consists of the following four major components: hypothesizing a

set of subtopics, estimating probabilities that a document is relevant to a subtopic,

and a diversity ranking function that combines these scores to obtain a final diverse

ranking. We detail our probabilistic set-based approach in Section 3.1.1, discuss various

methods to hypothesize a set of subtopics in Section 3.1.2, and the diversity functions

are explained in Section 3.1.3.

3.1.1 Probabilistic Set-Based Approach

We argued that an information need can be decomposed into a set of subtopics.
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Each document can be relevant to one or more subtopics, and each subtopic can be

represented in one or more documents. Thus documents are modeled as subsets of the

subtopic set, and subtopic relevance is modeled as a document ‘containing’ a subtopic.

Figure 3.1 shows relationship between document and subtopics using a bipartite

graph for an example query reduce dependence oil. The underlying information need

for the query is:

Many countries are trying to reduce their dependence on foreign oil. What
strategies have countries, organizations, or individuals proposed or imple-
mented to reduce the demand for oil? This could include exploring new
sources of energy or reducing overall energy demand.

The subtopics of this need include invest in next generation technologies, increase use

of renewable energy sources, invest in renewable energy sources, double ethanol in gas

supply, shift to biodiesel, shift to coal, and more. In Figure 3.1, 14 subtopics that are

relevant to the information need are shown along with eight relevant documents. Each

edge reflects the containment of a subtopic in a particular document.

Our set-based formulation suggests a set-based ranking principle: i.e. to retrieve

a set of documents that maximize the likelihood of capturing all of the subtopics. This

can be visualized by generalizing Figure 3.1 to a graph in which instead of 0-1 edges

between documents and subtopics, each edge has a weight representing the probability

that each document contains every possible subtopic. A probabilistic interpretation

of the graph is one in which every document has some probability of containing every

subtopic, and the thickness of the edge reflects the strength of the belief. Thus, the idea

behind the probabilistic set-based approach is to find the smallest set of documents

with maximum probability of containing all the subtopics.

Suppose we have a query q representing the user’s information need and set

of documents D retrieved by a relevance ranking function. Suppose our system has

identified a hypothetical set of subtopics S of size m. The goal is to estimate the

probability that S is contained in D i.e. P (S ∈ D). Assuming that a subtopic occurs

in a document independently, we can define the probability of a particular subtopic Sj

in a document set D where D has documents {D1, D2} as
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P (Sj ∈ {D1, D2}) = P (Sj ∈ D1 ∪ Sj ∈ D2)

= P (Sj ∈ D1) + P (Sj ∈ D2)− P (Sj ∈ D1, Sj ∈ D2)

We assume that a subtopic occurs in a document independently, so we have

P (Sj ∈ {D1, D2}) = P (Sj ∈ D1) + P (Sj ∈ D2)− (P (Sj ∈ D1) · P (Sj ∈ D2)) (3.1)

Alternatively, the above equation can be written as follows 1 :

P (Sj ∈ {D1, D2}) = 1− (1− P (Sj ∈ D1))(1− P (Sj ∈ D2)) (3.2)

In general, then, the probability that a subtopic Sj occurs in at least one document in

a set D where D has documents {D1, D2, ...Dn} is

P (Sj ∈ D) = 1− (1− P (Sj ∈ D1))(1− P (Sj ∈ D2))...(1− P (Sj ∈ Dn)) (3.3)

= 1−
n
∏

i

(1− P (Sj ∈ Di)) (3.4)

and the probability that a set of documents contains all the subtopics in the set S is

given by

P (S ∈ D) =

m
∏

j=1

P (Sj ∈ D) =

m
∏

j=1

1−

n
∏

i

(1− P (Sj ∈ Di)) (3.5)

Maximizing P (S ∈ D) with respect to a document set D should result in a diverse

ranking which covers all the subtopics in the set S.

There are four main components in our set-based framework:

0. A relevance ranking for the original query needs to be obtained before using our
set-based framework.

1. Find a set of subtopics for a given query (information need), i.e. identify the set
of subtopics S.

2. Estimate the probability that a subtopic is contained in a document, i.e. estimate
P (Sj ∈ Di) for each Sj ∈ S and Di ∈ D.

3. Rank documents such that the top k (subset Dk) is likely to contain all possible
subtopics.

1 P (A ∪ B) = 1− ((1− P (A)) (1− P (B))) when events A and B are independent.
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3.1.2 Hypothesizing Subtopics

We describe three methods for finding a set of subtopics S and estimating P (Sj ∈

Di). Each method takes as input a query and a ranking of documents by relevance

score. Each method outputs an n×m matrix of probabilities similar to that shown in

Figure 2.1. The names or representations of the subtopics themselves are not part of

the output, as they are not important to the final ranking.

3.1.2.1 Relevance Model - Subtopic Models

We propose a relevance modeling approach in which the retrieved set of doc-

uments for a given query is used to build subtopic models. A relevance model is

a distribution of words P (w|R) estimated from a set of relevant or retrieved docu-

ments R. Since, a relevance model can be estimated from a set of document, we use

this approach to estimate m different subtopic models. The subtopic models P (w|Sj)

are estimated from the retrieved documents using the RM2 approach described by

Lavrenko et al. [98].

P (w|Sj) ∝ P (w)
∏

sk∈Sj

∑

Di∈DSj

P (Sk|Di)P (w|Di)p(Di)/P (w) (3.6)

where DSj
is the set of documents relevant to subtopic Sj , sk are the subtopic

terms, P (w) =
∑

Di∈DSj
P (w|Di)P (Di), and P (w|Di) is a smoothed estimate. Since

we do not know the subtopic terms or the set of documents relevant to the subtopic,

we will estimate them from the retrieved documents.

We obtain m models from the top m retrieved documents by taking each doc-

ument along with its k nearest neighbors as the basis for a subtopic model. Subtopic

models can be built from a set of documents as done in ad-hoc retrieval, which can be

seen as query expansion/relevance feedback methods (please refer [32] for details on

query expansion and relevance feedback). However, instead of a single expanded query,

there are m, where m is the hypothesized number of subtopics. Therefore, we obtain
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P (Sj ∈ Di) for each retrieved document for every subtopic to obtain n×m matrix of

probabilities. In this work we assume constant, manually-selected m for all queries.

3.1.2.2 Latent Dirichlet allocation

Latent Dirichlet allocation (LDA) is a state-of-the-art topic modeling approach

for identifying topics in discrete datasets such as a text corpus. A topic model is a

statistical method for identifying abstract topics that may be present in a collection

of documents. Blei et al. [19] proposed LDA as a graphical model for topic discovery

in which documents are a mixture of a small number of topics and each word in the

document contributes to the topic. Given a set of documents, LDA identifies a set of

topics and outputs a set of topic models with the probability that a word generates

each topic.

Our hope is that two different topic models will capture something about the

vocabulary associated with different subtopics by assigning higher probabilities to dif-

ferent terms. For example, we may have a subtopic model that corresponds to “bio-

fuels” by giving higher probabilities to words that co-occur with “biofuel” more of-

ten than they co-occur with other terms. Another model that corresponds to “gas

tax” by giving higher probabilities to words that co-occur with “gas tax” more often

than other terms. Then P (Di|Sbiofuel) > P (Di|Sgastax) suggests that document Di

is more likely to contain the “biofuels” subtopic than the “gas tax” subtopic (where

P (Di|Sj) =
∏

w∈Di
P (w|Sj).

In LDA, probabilities P (w|Sj) and P (Sj) are found through expectation max-

imization. Then we find P (Di|Sj) =
∏

P (w|Sj) and P (Sj|Di) ∝ P (Di|Sj)P (Sj),

generally assuming a uniform prior on documents. Finally, we estimate P (Sj|Di) by

applying LDA to a set of retrieved document using a parameter m that determines the

number of topic models. In this work we assume constant, manually-selected m for all

queries.
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3.1.2.3 Webgraphs

The documents (or webpages) on the web are often linked to one another us-

ing hypertext, creating a link structure between documents. The link structure of

documents has often provided a rich source of information about the content of the

environment. We exploit this link structure to find several densely linked collection

of hubs and authorities within a subset of the documents retrieved for a given query.

Each densely linked collection could potentially cover different subtopics for a given

query.

A set of documents retrieved for a given query consisting of hyperlinked web-

pages are represented as a directed graph G = (V,E): nodes correspond to webpages,

and a directed edge (p, q) ∈ E to the presence of link from page p to q. We refer to

a graph obtained by considering only a set of retrieved documents for a query as a

sub-graph. The sub-graph is expanded to include all other documents in the collection

linked to a document in the sub-graph (in-links) via hypertext. The out-links from

the sub-graph, i.e. other documents to which the documents in the sub-graph links

to are also added. The hubs and authorities scores are calculated for each document

using the iterative procedure described by Kleinberg [96]. Kleinberg’s procedure begins

by representing the directed graph as an adjacency matrix. The adjacency matrix is

multiplied by its transpose to calculate the principal and non-principal eigenvectors.

Each element in the eigenvector corresponds to a document. The values in the princi-

pal eigenvector correspond to the hub score. The non-principal eigenvectors represent

other densely linked clusters in the graph.

We select the first m eigenvectors, constructing a language model for each of the

eigenvectors. Then, m language models are constructed from the documents correspond

to the k greatest values in each of the first m eigenvectors. The intuition is that the

link structure clusters the documents into subtopics; therefore, these models provide

a hypothetical set of subtopic models. In all our approaches, documents are scored

against the m hypothesized language models by considering it as a query expansion

problem. Thus, m expanded queries with each query consisting of k top terms in the
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language models are used to estimate P (Sj ∈ Di).

3.1.3 Diversity Ranking Function

A diversity ranking function takes the n×m matrix of P (Sj ∈ Di) probabilities

produced by one of the three methods described above and outputs a diversified ranked

list. We use two different approaches. One follows from the set-based formulation of

the problem: we take the k documents that have highest probability of containing each

of the m subtopics. Implementing this is simple; given the n×m matrix of probabilities

produced by a method in Section 3.1.2, we can just find the maximum value in each

column and take the corresponding document to be part of the retrieved set. We then

rank these documents in decreasing order of their original relevance ranking score. We

call this the max-set method.

The second approach is an iterative greedy algorithm based on Equation 3.5.

The first step is to determine which document to rank first; to do that, we compute

the following probability:

P (S|D) =
m
∏

j=1

1− (1− P (Sj ∈ Di))

=

m
∏

j=1

P (Sj ∈ Di)

for each document Di in our set D. In words, the first document is the one with the

highest probability of containing subtopic S1 AND subtopic S2 AND subtopic S3 and

so on.

The second document will be the one that increases the total probability P (S ∈

D) by the greatest amount given that the first document has already been placed. Let

D1 refer to that document. Then:

D2 = arg max
Di;i≥2

m
∏

j=1

1−

n
∏

i=1

(1− P (Sj ∈ Di))

The algorithm continues in that way, at each step fixing k documents in the

ranking and identifying the one that most increases the total probability. Since each
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step can be seen as computing a marginal likelihood (see Carterette and Chandar [38]

for details), we call this the marginal likelihood method.

3.2 Experiments

We test and validate our proposed approaches against two different datasets:

TREC Web track Diversity task dataset and Newswire dataset (see Appendix A for

details). The primary set of experiments validates our probabilistic set-based approach

for the intrinsic diversity task. Although our approaches are not strictly designed for

it, we also test them against the TREC Web track Diversity task dataset.

3.2.1 Intrinsic Diversity Ranking

In this section, we describe various experimental retrieval systems for intrinsic

diversity ranking task and validate them using data annotated with subtopics.

3.2.1.1 Data

We use the Newswire dataset created by Allan et al. [6] (for a detailed descrip-

tion refer to Appendix A). We use the 60 topics each annotated by two assessors; each

topic consists of a short (3-6 word) query and relevance judgments for documents in a

larger collection of newswire documents. There are three levels of judgment: a binary

relevance judgment for the document; for each relevant document, a list of subtopics

that the document contains; and for each subtopic, a passage in the document that

supports its relevance to that subtopic. For each query, only the top 130 documents

retrieved by a query-likelihood language model were judged. Since few documents were

judged, it is very possible that subtopics that exist in the corpus do not appear in the

judged documents. To ensure we have judgments on all ranked documents, we will

only re-rank these 130 documents for each query.

3.2.1.2 Evaluation Measures

Zhai et al. [197] evaluated subtopic retrieval using a measure called S-recall and

Zhang et al. [198] stressed on evaluating for redundancy separately. We use both the

53



measures to evaluate the experimental systems for our intrinsic diversity task.

S-Recall – The primary evaluation question for an intrinsic diversity ranking is how

many of the subtopics that are identified in the corpus were retrieved by the system.

Given a set of subtopics and documents judged according to whether they are relevant

to the information need and contain each subtopic, we use the subtopic recall measure

as defined in Section 2.4.2.

For each query, S-recall is computed at minimum rank at which perfect recall

can be achieved. Because, the maximum value of S-recall at a particular rank k de-

pends on the maximum number of subtopics that can be found in k documents. For

the example in Figure 3.1, S-recall@1 can be at most 5/14 and S-recall@2 can be at

most 8/14; at least 6 documents are required to achieve S-recall = 1. Here, 6 is the

minimum rank at which perfect recall can be achieved, and we will denote S-recall

at that rank simply S-rec. We argue that the best way to satisfy an intrinsic diver-

sity need is to retrieve the smallest set of documents that contain all of the subtopics,

and thus that S-rec is the most natural measure to evaluate a subtopic retrieval system.

Redundancy – When a subtopic Sj occurs in the document at rank 2 after having

already occurred in the document at rank 1, its appearance in document 2 is redundant.

There is often a tradeoff between eliminating redundancy and retrieving the smallest

set of documents that contain all the subtopics: less redundancy may require more

documents to cover all the subtopics. Therefore, we evaluate redundancy at rank k

separately from recall and precision. Redundancy is the average number of times each

subtopic is duplicated up to rank k (if there are no relevant documents ranked above

rank k, redundancy is undefined). Between two systems with the same subtopic recall,

the one with lower redundancy should generally be preferred, but lower redundancy is

not by itself a reason to prefer a system.
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3.2.1.3 Methods

In this section, we describe the different experimental systems for the intrinsic
diversity task used in our experiments.

• LM baseline: a basic query-likelihood (Dirichlet smoothing; µ = 1000) run with
no subtopic model (refer to Section 2.2 for more details).

• RM baseline: a pseudo-feedback run with relevance modeling [98] and no subtopic
model.

• MMR: maximal marginal relevance with query similarity scores from the LM
baseline and cosine similarity for novelty. Query-likelihood scores are re-scaled
to [0, 1] to make them compatible with cosine similarities. Section 2.2.1 provides
a detailed description of this method.

• AvgMix: the probabilistic MMR model proposed by Zhai et al. [197] using query-
likelihood scores from the LM baseline and the AvgMix novelty score as described
in Section 2.2.1.

• SimPrune: a simple greedy approach that diversifies the result set by iterating
through the initial ranking (LM baseline) and removing similar documents. The
greedy pruning algorithm iterates over an initial ranked list sorted by relevance
and prunes documents with similarity scores above a threshold θ. At rank i any
document Dj is pruned if j > i and Sim(Di, Dj) > θ.

• FM: the set-based subtopic model described in Section 3.1.2. We use two different
ways to hypothesize subtopics and score documents.

– FM-RM refers to the subtopic relevance model described in Section 3.1.2.1.
Each of the top m documents and their k-nearest neighbors becomes a
“subtopic model” P (w|Sj) – a truncated (v-term) relevance model con-
structed from the documents. Then we compute the probability P (Di|Sj)
for each document and subtopic model; these are converted to a probability
P (Sj ∈ Di) by linear transformation to the range [0.25, 0.75]. A final rank-
ing from n ×m matrix of probabilities (P (Di|Sj)) were obtained by using
the marginal-likelihood approach described in Section 3.1.3.

– FM-LDA uses subtopics discovered using the LDA method described in Sec-
tion 3.1.2.2. This provides p(zj |Di) for each document Di and each “sub-
topic” zj ; these were used as the subtopic-document scores. The marginal-
likelihood approach described in Section 3.1.3 used the subtopic-document
scores to produce a final ranking. For each query, 50 subtopics were ex-
tracted.

• Manual: we use the actual labels in the Newswire data as subtopics in FM.
Specifically, each of the subtopic labels is submitted as a query to produce the
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matrix of probabilities, then we use the marginal-likelihood method to produce a
final ranking. This is a “cheating” run (since normally the subtopic labels would
not be known in advance) but could give a sense of the upper limits of automatic
system effectiveness.

The Newswire (Section 3.2.1.1) data that we use to evaluate our experimental

systems comprises of news articles, thus documents does not contain any hyperlinks.

Since, no link structure is available, we do not include the Webgraph method (discussed

in Section 3.1.2.3) to hypothesize subtopics.

We implemented all the models described above using the Lemur toolkit, as

well as standard language modeling and language modeling plus pseudo-feedback with

relevance models. Whenever possible, we have used the same similarity or scoring

functions between models to ensure the fairest possible comparison. A five-fold cross-

validation was used to train and test systems, and to obtain results for all 60 queries

for each model. Specifically, we divided the 60 queries into five folds of 12 queries each.

The 48 queries in four folds are used as a training set to select model parameters such as

λ, θ, (m, k, v) (for MMR, SimPrune, and set models, respectively). These parameters

are used to obtain ranked results on the remaining 12 queries. The query splits were

chosen randomly in advance so that all experiments used the same training and testing

data.

3.2.1.4 Results

For each method, we report S-recall at the minimum optimal rank subtopic-

recall (which ranges from 0 to 1, larger values indicating better performance), re-

dundancy at the minimum optimal rank (which has a minimum of zero but no upper

bound; smaller is better), and mean average precision (MAP) using the document-level

relevance judgments. Table 3.1 shows S-recall, redundancy ratio, and mean average

precision (MAP) for all systems described above. Among the seven automatic meth-

ods, SimPrune gives the best overall results, though we note that there is no significant

difference in the S-recalls of MMR, SimPrune, and FM-RM. All three retrieved about

44% of the subtopics, compared to roughly 40% by the two baselines and AvgMix,
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Run Subtopic-Recall Redundancy MAP

LM Baseline 0.405 0.856 0.583

RM Baseline 0.376 1.176 0.617*

MMR 0.440 0.538 0.534

AvgMix 0.398 0.720 0.570

SimPrune 0.444* 0.567 0.501

FM-RM 0.440 0.674 0.574

FM-LDA 0.153 0.224* 0.285

manual 0.677 0.672 0.698

Table 3.1: S-recall and redundancy at the minimum optimal rank and average in-
crease in S-recall from rank 1 to the minimum optimal rank for four
subtopic topic retrieval systems. Numbers are averaged over 60 topics
with two sets of assessments each. The best automatic result for each
column is in bold. An asterisk indicates statistical significance.

factor df F p-value

system 4 5.615 0.000

assessor 1 1.018 0.317

system:assessor 4 1.689 0.153

Table 3.2: Two-way ANOVA results on S-recall for the LM baseline, MMR, AvgMix,
SimPrune, and FM-RM. Differences between systems are significant while
differences between assessors do not significantly affect the results. There
is insignificant interaction between assessor and system.

and only 15% by FM-LDA. All of the models (except FM-LDA) exhibited a fairly high

degree of redundancy, duplicating each subtopic at least 0.5 times (on average) in the

relevant documents retrieved by the minimum rank. MMR had the least redundancy,

significantly lower than SimPrune and FM-RM. FM-LDA has very low redundancy,

but this can be explained by the fact that it retrieved very few relevant documents.

The “manual” results in Table 3.1 provide some loose upper bounds. It re-

trieved 68% of the subtopics, but still retrieved each of them almost as many times

as the subtopic model. This suggests that a fairly high degree of redundancy is in-

evitable. Many of the harder-to-find subtopics are only present in documents that

contain easy-to-find subtopics; it is simply not possible to retrieve all of these without

some redundancy. Therefore, the manual run suggests that lower redundancy is only
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superficially desirable; optimizing for redundancy may result in “harder” subtopics be-

ing missed. This manual run also suggests that the set-based model is easily improved

simply by improving the subtopic models: if a user provides some information about

the subtopics, we can easily incorporate it into the subtopic models. This stands in

contrast to MMR or AvgMix, which cannot incorporate such information as easily.

Since there were two assessors for each topic, we test hypotheses about differ-

ences between systems using a two-way within-subjects ANOVA on S-recall. A two-way

ANOVA calculates the variance in a measurement of recall due to differences between

systems and due to differences between assessors, as well as interactions between the

two. We would like to see that the variance due to systems is significant and outweighs

any other source of variance. If this is the case, the comparison is robust to differences

in assessors. Ideally we would like to see that variance due to assessors is not signif-

icant, and in particular that the interaction is negligible. Table 2 shows a summary

of the results of the ANOVA test to determine whether significance among the top

five automatic runs is affected by assessor disagreement. Indeed, system differences

are significant, while assessor differences are not, and there is negligible interaction

between system and assessor.

Figure 3.2 shows the 11-point S-precision/recall curves for seven systems, it

gives a better sense of how redundancy varies with S-recall for each run. The curves

for MMR, SimPrune, and FM-RM curves are clearly above the LM baseline and Avg-

Mix curves. Note that at both highest and lowest recall levels, the FM-RM curve is

above the others but not in between. The FM-LDA system significantly underperforms

compared to the others. The figure also shows redundancy increasing with S-recall.

The LM baseline and AvgMix have the highest redundancy.. FM-LDA and SimPrune

coincide closely over all S-recall values with FMRM in the middle. MMR and the man-

ual run coincide closely up to S-recall 0.5; after that the redundancy of MMR increases

to match or exceed that of SimPrune.
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Figure 3.2: Subtopic-Recall vs. Subtopic-precision (left) and redundancy (right) for
seven models

3.2.2 Extrinsic Diversity Ranking

Next, we test our methods for the extrinsic diversity task using the TREC Web

track Diversity task dataset. The track uses a web dataset that consists of 50 million

web pages in English. We use a total of 50 queries, and two level of relevance judgments:

judgment on traditional relevance and subtopic level judgments. The Lemur Toolkit

and the Indri search engine were used in our experiments. The query-likelihood result

set with Dirichlet smoothing (µ = 2000) (as described in Section 2.2) was used as our

baseline for reranking.

For this data, we use the SimPrune and RM-FM models described above, and

also a model we call RM-WebGraph that infers subtopics using links between web

pages (see Section 3.1.2.3 ). The TREC data includes information about 454,975,638

links between 428,136,613 web pages, including the 50 million we used.

We evaluate our methods using two of the evaluation measures described in

Section 2.4.2 which rewards novelty and diversity, namely α-normalized discounted

cumulative gain (α-nDCG) and intent-aware precision (P-IA). All our methods were

evaluated at rank 10 with α set to 0.5 for α-nDCG. We report the diversity results for

our experimental runs along with the Indri baseline model in Table 3.3. The table shows

that our methods perform poorly in diversifying the results set according to α-nDCG

compared to the other proposed methods such as WUME and xQuad (Section 2.2.2).
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Figure 3.3: α-nDCG averaged over 50 queries with increasing numbers of eigenvectors
(subtopic models) and terms in each model.

To investigate the effect of parameters such as m (the number of eigenvectors)

and n (number of terms) may affect the performance, we compare the results for a

range of values. By comparing the results of the two parameters in Figure 3.3, we see

that in general the performance increases and reaches a maximum at 50 eigenvectors

and starts to decrease again. The number of terms in the model has less effect on the

results.

3.3 Summary

In this chapter, we defined a novel probabilistic model that retrieves a set of

subtopics in a small set of documents to be presented to the user. We demonstrated

that that our model is competitive with MMR on an intrinsic diversity task, and out-

performed another probabilistic model – and all models outperform the traditional IR

baselines when tested using a text corpus consisting of news document. We also tested
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Run α-nDCG10 IA-P10

Baseline 0.102 0.056

RM-FM 0.126 0.052

RM-Webgraph 0.168 0.060

SimPrune 0.189 0.081

WUME 0.243 0.131

xQuad 0.282 0.132

Table 3.3: Diversity evaluation results for all our runs sorted by α-NDCG at rank 10

our methods against a web dataset for an extrinsic diversity task and found improve-

ments over a non-diversifying baseline, though explicit subtopic mining techniques and

other proposed methods from Section 2.2.2 outperform our methods.
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Chapter 4

META-EVALUATION OF NOVELTY AND DIVERSITY EVALUATION

The subtopic framework for novelty and diversity introduced in Section 2.2.2

estimates the degree of novelty in a ranked list using a list of subtopics contained in

each document. The subtopic framework defines the novelty of a document in a ranked

list by the number of unseen subtopics present in the document. While it is intuitive

to break up relevance into smaller pieces, thereby using subtopics to measure novelty

and diversity, it is worth analyzing and evaluating the framework in detail.

This chapter takes the necessary steps to evaluate the subtopic-based framework

used to evaluate systems that optimize for novelty and diversity. First, in Section 4.1,

we statistically analyze some of the common effectiveness metrics described in Sec-

tion 2.4.2. We take a novel approach using analysis of variance (ANOVA) to measure

the relative effect of factors such as relevance and diversity in a ranked list. Second, in

Section 4.2, we perform a user study to evaluate the subtopic framework against real

user preferences in order to understand the qualities that influence users’ preferences

in diversity rankings. We introduce a framework for obtaining conditional user prefer-

ences to compare a user’s notion of novelty to the subtopic framework’s definition of

novelty through a controlled study.

4.1 Analysis of Evaluation Measures using ANOVA

Analysis of Variance (ANOVA) is a form of statistical hypothesis testing used

for analyzing experimental data in which one or more independent variables are mea-

sured under various conditions identified by a dependent variable. ANOVA follows a

repeated measure design, where experiments are repeated by varying a one or more
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dependent variables, thereby partitioning the observed variance in a variable into var-

ious components attributable to different sources. For this study, we use ANOVA to

determine the degree to which diversity effectiveness metrics such as α-nDCG, ERR-

IA, and MAP-IA are influenced by raw levels of relevance and diversity. Our goal here

is to decompose the variance in an evaluation measure into the following components:

1. Variance due to changes in the system’s ability to find relevant documents

2. Variance due to changes in the ability of a system to satisfy diverse needs

3. Variance due to changes in system’s ability to rank relevant and diverse docu-
ments

4. Variance due to interactions among the above

5. Variance due to topics

6. Variance due to other attributes of a system or unknown factors

In each of our experiments, we have at least two independent factors from num-

bers 1–3 above, as well as one random effect (effect due to topics) for which we have

repeated measures on every independent factor. The numbers we report are derived

from the ANOVA procedures in the statistical programming environment R [174]; they

are meant to provide intuition about how much we can distinguish between systems

that are different on one factor when the rest are held constant.

4.1.1 Analysis using Real Systems

In order to observe the levels of relevance and diversity on the current systems,

we look at various systems submitted to TREC Web track Diversity task. We catego-

rized these systems into three levels of relevance based on precision at rank 10 (with

a document judged relevant to any subtopic considered relevant for precision@10) and

three levels of diversity based on subtopic recall (S-recall) at rank 10 [197] (which is the

ratio of unique subtopics retrieved in the top 10 to total unique subtopics). With three

levels of each factor, there were nine categories in total. Figure 4.1 plots S-recall@10

vs precision@10 to show the breakdown of categories in more detail for various runs

submitted to the TREC 2009 Web track Diversity task.
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Figure 4.1: Precision@10 vs s-recall@10 for 48 systems submitted to the TREC 09
Web track’s diversity task. The dashed lines show relevance and diversity
class boundaries.

Note that relevance and diversity among these systems are highly correlated.

None of the systems have high relevance and low diversity, nor low relevance and high

diversity, though both situations are theoretically possible—high relevance/low diver-

sity could be achieved by a system finding many redundant relevant documents, while

low relevance/high diversity could be achieved by a system that finds a few relevant

documents covering many subtopics. The fact that few systems fall off the diagonal in

the Figure 4.1 suggests that current systems confound relevance and diversity in their

ranking approach, and therefore, may not be good for analyzing general properties of

measures.

4.1.2 Analysis using Simulated Systems

Since the real systems do not account for all possible scenarios that we want

to investigate using our methods, we generated several systems in each category using

simulations. We obtained the simulated data by varying independent variables such as

relevance, diversity, document ordering, and subtopic distribution. And, the dependent

variables in our case are the MAP-IA, α-DCG, and ERR-IA scores. In order to study

the effect of independent variable on the evaluation measure, equal number of systems

were simulated for each of the nine categories obtained varying the relevance and
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diversity levels (as shown in 4.1).

We generated two kinds of simulated systems:

Rel+Div: First, we randomly sampled 10 documents from the full set of relevance judg-

ments to create a random ranking that satisfies one of our nine experimental conditions:

low/medium/high precision@10 and low/medium/high S-recall@10, with labels corre-

sponding to values between 0 − 0.3 for low, 0.3 − 0.6 for medium, and 0.6 − 1 for

high. There is no special methodology used for this; we simply continue generating

simulated rankings until we have generated a minimum of 10 in each of the 9 categories.

Rel+Ord: Next, we controlled diversity ranking in the following way: ten different

rankings in each of the same nine relevance/diversity conditions were carefully chosen

by varying the minimum rank at which maximum S-recall is obtained. In each category

we generate ten rankings in which the documents are re-ordered such that maximum

S-recall is obtained only at rank i, where i ranges from 1 to 10. The first ranking

(ranking 1, i.e i = 1) would attain maximum S-recall at rank 1, the second (ranking 2,

i.e i = 2) attains max S-recall at rank 2, and so on. In this way, we model degrading

ability of a system to rank documents.

4.1.3 Experiment

We perform two sets of experiments. The first studies the influence of relevance

and diversity on an evaluation measure. The second experiment tests if the ranking

algorithm may play a role in determining the measure value.

4.1.4 Simulation of Systems

To simulate systems, we started with the TREC 2009 dataset (dropping 5 topics

that had fewer than three subtopics) and sampled from its 28,000 relevance judgments

to generate 10 random rankings for each topic at each pair of relevance and diversity
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level by both simulation methods. Thus, we have 3 · 3 · 45 · 10 = 4050 total data points

for our ANOVA, with each of the 45 topics represented in each of the 9 conditions.

4.1.4.1 Varying relevance and diversity

We first study the influence of relevance and diversity on an evaluation measure

by varying the precision (relevance) and S-recall (diversity) values at rank 10. In this

experiment, we use the system simulated by Rel+Div method to obtain 10 simulated

rankings for each of the nine categories. Table 4.1 shows ANOVA variance decom-

position for our three measures of interest. The first three components (relevance,

diversity, and interaction) are independent variables we control. The “topic” compo-

nent is a random effect due to topic sample, and the “residual” component comprises

everything about the measure that cannot be explained by the independent variables.

SSE is a measure of the degree to which a component affects variance in the evaluation

metric; we have converted SSEs to percentages of total variance such that the column

percentages sum to 100%. Larger percentage means that the component has a greater

effect on the final value of the metric.

From this table, we conclude the following:

1. α-nDCG does a much better job at distinguishing between systems that provide
different levels of diversity, with 52% of its variance being explained by diversity
level as compared to 29% for ERR-IA and 20% for MAP-IA respectively.

2. MAP-IA is dominated by random variance due to topic sample. This is because
the range of achievable MAP-IAs for a given topic depends heavily on the number
and distribution of subtopics in documents [33].

3. ERR-IA is more strongly affected by un-modeled factors captured in residual error
than the other two measures. This may imply that ERR-IA is more sensitive to
the ranking of documents than α-nDCG or MAP-IA.

4. Interaction between relevance and diversity plays a relatively small role in any
of the three measures (though these effects are significant). Our classification
of Web track runs suggests interaction effects play a much bigger role in system
optimization, however.

Figure 4.2 shows the mean value of each measure increasing with diversity level

for each relevance level, with standard error bars showing randomness due to topic
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Component
SSE in Evaluation Measure (and %age)

ERR-IA α-nDCG MAP-IA
Relevance 819.0 (22%) 639.9 (16%) 386.2 (11%)
Diversity 1075.7 (29%) 1979.3 (52%) 648.8 (20%)
Interaction 48.7 ( 1%) 75.6 ( 2%) 19.6 ( 1%)
Topic 482.7 (13%) 567.5 (15%) 1362.8 (42%)
Residual 1282.5 (35%) 561.5 (15%) 822.1 (25%)

Table 4.1: Variance decomposition for components affecting the value of each mea-
sure. The first three are independent variables we control. The “topic”
component is a random effect due to topic sample. The “residual” com-
ponent comprises everything about the measure that cannot be explained
by the independent variables. Percentages sum to 100 (modulo rounding
error) for each measure. All effects are significant with p < 0.01.

Figure 4.2: Effect of increasing diversity and relevance independently on ERR-IA,
α-nDCG, and MAP-IA and their standard error over a topic sample.

sample. This shows that each measure can distinguish between both different levels

of relevance and diversity (as ANOVA analysis suggests). Interestingly, standard error

tends to increase with diversity and relevance; this suggests that other factors are af-

fecting the measures more when the systems are better.

4.1.4.2 Varying relevance, diversity, and ranking algorithm

In the previous experiment, it was observed the residual error was quite high.

Considering that the evaluation measures under study use information about ranks, it is

possible that the ranking algorithm may play a role in determining the value returned

by the measure. To investigate this effect, we simulated data for different ranking
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Component
SSE in Evaluation Measure (and %age)

ERR-IA α-nDCG MAP-IA
Relevance 682.3 (16%) 586.0 (16%) 386.2 ( 9%)
Diversity 891.7 (22%) 1174.6 (47%) 648.8 (14%)
Ranking alg 1174.6 (29%) 593.7 (16%) 19.6 ( 3%)
Interactions 477.5 (12%) 298.3 ( 8%) 152.9 ( 3%)
Topic 347.9 ( 9%) 497.2 (13%) 1362.8 (35%)
Residual 375.0 (12%) 288.1 ( 7%) 822.1 (35%)

Table 4.2: Variance decomposition for components affecting the value of each mea-
sure. The first four are the independent variables we control (interactions
between the first three are aggregated together). The “topic” component
is a random effect due to topic sample. The “residual” component com-
prises everything about the measure that cannot be explained by the inde-
pendent variables or the random effect. Percentages sum to 100 (modulo
rounding error) for each measure. All effects are significant with p < 0.01.

algorithms; our 10 random rankings above are now non-random levels of a “ranking”

factor using the Rel+Ord simulation approach described above in Section 4.1.2.

Table 4.2 summarizes the ANOVA analysis. The first four components are

the independent variables we control (interactions between the first three are aggre-

gated together). The “topic” component is a random effect due to topic sample and

the “residual” component comprises everything about the measure that cannot be ex-

plained by the independent variables or the random effect. We see the same trends

as before (Section 4.1.4.1 regarding diversity, relevance, and topic effects, but now we

see ranking accounts for a large amount of variance in the ERR-IA and α − nDCG.

Random variance has decreased from Table 4.1 , except in MAP-IA; this suggests that

MAP-IA is dominated by unknown factors.

Figure 4.3 shows the effect of degrading the simulated ranking algorithm on

measure value at different diversity levels (averaged over all relevance levels). Note

that the maximum ERR-IA values here are much higher than those in Figure 4.2; this

is because the ranking of documents is much more important than relevance or diver-

sity alone.
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Figure 4.3: Effect of degrading a ranking algorithm at independent diversity levels
on ERR-IA, α-nDCG, and MAP-IA and their standard error over a topic
sample.

4.1.4.3 Effect of Re-ranking using MMR

The experiment design described above can also be used to investigate commonly

used re-ranking approaches for novelty and diversity. As discussed in Section 2.2.1, a

common way to achieve diversity in a ranking is to first rank by relevance, then re-rank

those documents to achieve greater diversity. We compare two re-ranking approaches:

Maximal Marginal Relevance (MMR) described in Section 2.2.1 and Similarity Pruning

(SimPrune) described in Section 3.2.1.3. MMR linearly combines a typical bag-of-

words relevance score of a document with the amount of “novelty” the document adds

to the ranking [30]. SimPrune is a greedy approach that diversifies the result set

by iterating through the initial ranking and removing similar documents [38]. The

simulated systems can be used as input to the re-ranking algorithms.

We looked at whether the initial level of relevance and diversity affect the efficacy

of the reranking-for-diversity approaches we describe above. We re-ranked results for

the random systems using the approaches, then looked at the effect of each of our

components on variance in the difference in a measure from the initial ranking to the

re-ranked results. Figure 4.4 shows that MMR and SimPrune work best when there

is high relevance and medium diversity in the initial ranking, and worst when there

is already high diversity in the initial ranking, likely because both tend to exclude

documents from the original ranking. The wide range in the error bars shows that in

general relevance is not a strong factor, only being significant at p < 0.1.
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Figure 4.4: Effect on α-nDCG@10 of re-ranking an initial set of results with the given
relevance and diversity levels using MMR or SimPrune.

4.1.5 Summary

In summary, we observed that ERR-IA is more sensitive to document ranking

and α-nDCG is more sensitive to diversity among the documents retrieved. Also, it

is interesting to note that MAP-IA is more sensitive to the topic sample and other

factors, which is not desirable in an evaluation measure. The re-ranking approaches

were found to be influenced more by diversity in the initial ranking than relevance, with

only a medium level of diversity being conducive to improving results after re-ranking.

4.2 Diversity Evaluation vs User Preferences

In the previous section, we analyzed the statistical properties of an evaluation

measure for novelty and diversity. Next we conduct a study to measure how properties

of these evaluation measures line up with user preferences. Most evaluation measures,

including those described in this chapter, require a set of subtopics that disambiguates

a given query or provides various pieces of information that comprise the underlying

information need. All of these measures estimate effectiveness of a system’s ranking by

iterating over the ranking, rewarding relevant documents containing unseen subtopic(s)

and penalizing relevant documents containing subtopic(s) seen earlier in the ranking.

These measures are all based on a few principles in general:

1. A document with more unseen subtopics is worth more than a document with
fewer unseen subtopics;
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2. A document with both unseen and already-seen subtopics is worth more than a
document with only the same unseen subtopic;

3. A document with unseen subtopics is worth more than a document with only
redundant subtopics.

We propose a novel method that uses “conditional preferences” to test these

principles by conducting a user study. Note that in this study we focus on intrinsic

diversity, as it is easier for assessors to understand the concept of relevance when there

is less ambiguity of intent.

4.2.1 Conditional User Preferences

A preference judgment is a statement of preference between two documents

rather than an absolute judgment of the relevance of a single document [37, 136]. We

propose a preference-based framework consisting of a set up in which three relevant

documents that we refer to as a triplet are displayed such that one of them appears at

the top and the other two are displayed as a pair below the top document.

We will use DT , DL, and DR to denote the top, left, and right documents

respectively, and a triplet as 〈DL, DR|DT 〉. Figure 4.5 shows an example of such a

triplet. An assessor shown such a triplet would be asked to choose which of DL or DR

they would prefer to see as the second document in a ranking given that DT is first,

or in other words, they would express a preference for DL or DR conditional on DT .

For the purpose of this study, we assume we have relevance judgments to a topic, and

for each relevant document, binary judgments of relevance to a set of subtopics. Thus,

we can represent a document as the set of subtopics it has been judged relevant to,

e.g. Di = {Sj , Sk} means document i is relevant to subtopics j and k. Varying the

number of subtopics in top, left and right documents yields specific hypotheses about

preferences for novelty over redundancy.

4.2.2 Hypotheses

The conditional preferences allow us to collect judgments for novelty based on

preferences and also enables us to test various hypotheses. Varying the number of
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subtopics in DT , DL and DR it is possible to enumerate various hypotheses concerning

the effect of subtopics in a document. We define two types of hypotheses: one very

specific with respect to subtopic counts, and the other more general.

4.2.2.1 Hypothesis Set 1

First we propose the simplest possible hypotheses that capture the three princi-

ples above. We will denote a preference between two documents using ≻, e.g. DL ≻ DR

means document DL is preferred to document DR. Then the three hypotheses stated

formally are:

1. H1: if 〈DL, DR|DT 〉 = 〈{S2}, {S1}|{S1}〉, then DL ≻ DR (i.e., users will pre-
fer a document that contains a new subtopic over a document that contains a
redundant one).

2. H2: if 〈DL, DR|DT 〉 = 〈{S1, S2}, {S2}|{S1}〉, then DL ≻ DR (a user will prefer a
document that contains one new subtopic and one redundant subtopic over one
that contains only a new subtopic).

3. H3: if 〈DL, DR|DT 〉 = 〈{S2, S3}, {S2}|{S1}〉, then DL ≻ DR (i.e., a user will
prefer a document with two novel subtopics over one with just one novel subtopic).

4.2.2.2 Hypothesis Set 2

Here we define a class of hypotheses in which the number of subtopics contained

in each document in a triplet is categorized by relative quantity. We identify six

variables based on number of subtopics that almost completely describe the novelty

and redundancy present in the triplet. The six variables are as follows:

1. Tn - Number of subtopics in DT

2. NLn - Number of subtopics in DL not present in DT

3. NRn - Number of subtopics in DR not present in DT

4. Sn - Number of subtopics that are shared between DL and DR

5. RLn - Number of subtopics in DL and present in DT

6. RRn - Number of subtopics in DR and present in DT
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Variable
Number of Subtopics
Low High

Tn 1-4 5-9
Sn 0 1-2
NLn 0-2 3-6
NRn 0-2 3-6
RLn 0 1-2
RRn 0 1-2

Table 4.3: Number of subtopics corresponding to the high and low categories for each
variables.

The number of subtopics for each of the six variables are categorized as low or

high. The six variables enable us to test the effect of novelty and redundancy w.r.t

the number of subtopics in a triplet. The variables NLn and NRn focus on novelty

whereas RLn and RRn focuses on redundancy. For instance, by varying NLn and

NRn and holding the other variables constant, it is possible to test the effect of the

relative quantity of novel subtopics in a document.

4.2.3 Experiment

We used an online labor marketplace, Amazon Mechanical Turk (AMT), to

conduct our experiments. On AMT, “workers” complete HITs (Human Interactive

Tasks) that have been submitted by “requestors.” A HIT is a small piece of work

expected to take no more than a minute or so to complete. Designing a user study

using AMT involves deciding on the HIT layout, HIT properties, and quality control

measures to control noise in the data. A brief description about each element is given

below:

4.2.3.1 HIT Design

Designing a HIT was by far the trickiest part of this user study. In this section,

we discuss the variables associated with a HIT and the experimental settings used.

HIT Properties — A detailed description is necessary for the HIT in order to be

identified by the workers. In general, workers use the AMT’s web interface to search
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for a task to work on. Requesters set variables such as HIT Title, Keywords that aid

workers to search for tasks that more suitable to their interest.

1. Title: A short description of the task to the workers. The title text is indexed,
thus HITs could be searched by title. In our study, “Document Preference” was
used as the title.

2. Description: A detailed explanation about the task. This gives workers more
information before they decide to preview a HIT. The workers can not search
based on the description text. We used “Read the document at the top and
pick the document from the two documents shown below that gives most new
information” as the description.

3. Keyword: A set of keywords that will help workers search for HITs. The keywords
used in our study are search, news articles, prefer, preference and opinion.

4. Time allotted: AMT allows the requester to set a time limit within which a
worker has to complete an accepted HIT. It is important not to rush workers into
finishing their task. We set three hours as the limit to complete a HIT.

5. Pay: Workers are paid for each HIT they complete. Pay rate has obvious impli-
cations for attracting workers and incentivizing them to do quality work. Higher
pay rates are more attractive to genuine workers but they also attract more spam-
mers. Therefore, care must be taken while determining the pay rates. On the
other hand, lower pay rates could result in workers abandoning the task, there-
fore an appropriate amount needs to be picked. We paid $0.80 for every HIT
used in our study.

HIT Layout — The content of the HIT Design Layout is what a worker sees for a

HIT. A common template consisting of various elements was used for all the HITs in

the experiment and is shown in Figure 4.5. The various elements used in the template

include: a set of instructions about the task, the original keyword query, topic descrip-

tion, article texts (with query keywords highlighted), preference options for indicating

which of the two documents the assessor prefers, and a comment field allowing them to

provide feedback for that HIT. A brief description about each element is given below:

1. Instructions: The worker was provided with a set of instructions and guidelines
prior to judging. The guidelines specified that the worker should assume that
everything they know about the topic is in the top document and are trying to
find a document that would be most useful for learning more about the topic.
Some suggestions included in the guidelines were: one has more new information
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Figure 4.5: Screenshot of the preference triple along with the query text and descrip-
tion.

about the topic than the other; one has more focused new information about
the topic than the other; one has more detailed new information than the other;
one is easier to read than the other. The actual guidelines used are shown in
Figure 4.6.

2. Query text and topic explanation: Each HIT consists of a query text field that
describes the topic in a few words and a topic description field that provides
more verbose and informative description about the topic, which are typically
expressed in one or two sentences. Below is an example query text and topic
description used.

Query Text: John Kerry endorsement
Topic Explanation: Documents containing information about individ-
uals/groups that has endorsed or have announced their plan to endorse
John Kerry’s presidential primary bid are relevant.

3. Preference triplet: Figure 4.5 shows an example preference triplet with the query
text and topic description. A HIT consisted of five preference triplets belonging
to the same query shown one below the other. Each preference triplet consists of
three documents, all of which were relevant to the topic. One document appeared
at the top; this was a document chosen from the Newswire dataset described in
Appendix A, relevant to exactly one subtopic. The bottom two documents in the
triplets were chosen randomly such that the hypothesis constraints were satisfied.
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Figure 4.6: Screenshot of the guidelines used in a HIT.

For example, the documents in a triplet for hypothesis H1 would contain the
following subtopics in them: Top Document - S1, Left Document - S1, Right
Document - S2.

The workers were asked to pick the document from the lower two that provided
the most new information, assuming that all the information they know about
the topic is in the top document. They could express a preference based on
whatever criteria they liked; we listed some examples in the guidelines. We did
not show them any subtopics, nor did we ask them to try to determine subtopics
and make a preference based on that. A comment field was provided at the end
to provide a common feedback for all the five triplets, if they chose to do so.

Quality Control — There are two major concerns in collecting judgments through

crowdsourcing platform such as AMT. One is “Do the workers really understand the

task?” and the other is “Are they making a faithful effort to do the work or clicking

randomly?”. We address these concerns using three techniques: majority vote, trap

questions, and qualifications.

Majority vote: Since novelty judgments to be made by the workers are sub-

jective, and it is possible some workers are clicking randomly, having more than one

person judge a triplet is common practice to improve the quality of judgments. A

variety of methods such as majority votes can be used to determine the preferred doc-

ument in each triplet. In our study, each HIT was judged by 5 different workers and

the majority vote was used to determine the preferred document.

Trap questions: Triplets for which the answers were already known were in-

cluded to assess the validity of the results. We included two kinds of trap questions:
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“non-relevant document trap” and “identical document trap”. For the former, one

of the bottom two document was not relevant to the topic. For the latter, the top

document and one of the bottom two documents were the same. The assessors were

expected to pick the non-identical document as it provides novel and relevant informa-

tion. One of the five triplets in a HIT was a trap question and the type was chosen

randomly.

Qualifications: It is possible to qualify workers before they are allowed to

work on your HITs in Amazon Mechanical Turk. Qualifications can be determined

based on historical performance of the worker such as percentage of approved HITs.

Also, worker’s qualification can be based on a short questionnaire. A HIT could have

multiple qualifications that a worker must satisfy in order to preview the HIT. A brief

description of the two qualifications used in are study is given below:

1. Approval rate: HITs can be restricted to workers with a minimum percentage
of approval for their task. This method is a commonly used to improving accuracy
and reducing spammers from working on your task. A minimum approval rate
of 95% was required by a worker to work on our HITs.

2. Qualification test: Qualification tests can be used to ensure that workers have
the required skill and knowledge to perform the task. By requiring workers to
take a test requester can illustrate the kind of response expected for a task. In
our case, workers had to be trained to look for documents that provide novel
information given the top document. We created a qualification test having the
same design layout as the actual task but had only three triplets. Two of the
three triplets were identical document traps and the other was a non-relevant
trap. Additionally, we had instructions to the workers for each triplet aiding
them in making a preference, e.g. “prefer the document containing information
not in the top document” for the identical traps and “prefer the document that
is topically relevant” for the the non-relevant traps.

4.2.4 Data

As discussed in Section 4.2, we do not believe these hypotheses would hold

for queries with extrinsic diversity (such as those used by the TREC Web tracks),

since for those types of queries a user usually has one intent in mind and the rest

are not relevant. Thus we need data that models intrinsic diversity, i.e. a user has
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H1 All Prefs Consensus
Topic No Same New Same New

childhood obesity 6 14 1 3
terrorism indonesia 8 12 1 3

earthquakes 15 5 3 1
weapons for urban fighting 15 5 3 1

Total 44 36 8 8

Table 4.4: Results for H1: that novelty is preferred to redundancy. The “all prefs”
columns give the number of preferences for the redundant and the novel
document for all assessors. The “consensus” columns take a majority vote
for each triplet and report the resulting number of preferences.

an unambiguous information need that can be represented by different aspects that

appear in relevant documents. An example is “earthquakes” for a user that wants to

find locations of recent earthquakes. If there had been earthquakes in Iran, Algeria,

India, and Pakistan, and information about them appears in relevant documents, those

would be the subtopics.

We have data reflecting this intrinsic diversity need. We refer to the dataset as

Newswire data (see Appendix A for a detailed description). It consists of 60 topics,

each of which has a keyword query, a description of an information need, and a list

of subtopics identified by an assessor. For each topic, 130 documents were judged for

topical relevance as well as for relevance to each of the subtopics. The corpus is a set

of about 300,000 newswire articles originally part of the AQUAINT corpus.

4.2.4.1 Results and Analysis

Hypothesis Set 1

Judgments for a total of 60 triplets were obtained for hypothesis set 1. The

trap triplets used for quality control were not part of the analysis. Since we had each

triplet assessed by five separate assessors, a total of 300 judgments were collected out

of which 60 were traps.

Table 4.4 shows results for H1. The “all prefs” columns give the number of
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H2 All Prefs Consensus
Topic No new same+new new same+new

childhood obesity 4 16 0 4
terrorism indonesia 13 7 4 0
kerry endorsement 9 11 2 2
libya sanctions 4 16 0 4

Total 30 50 6 10

Table 4.5: Results for H2: that novelty and redundancy are preferred. The “all
prefs” columns give the number of preferences for the redundant+novel
document and the novel document for all assessors. The “consensus”
columns take a majority vote for each triplet and report the resulting
number of preferences.

preferences for the redundant and the novel document for all assessors. The “consen-

sus” columns take a majority vote for each triplet and report the resulting number of

preferences. It turns out that there is no clear preference for either redundant or novel

documents for the four queries. For two of our queries assessors tended to prefer the

novel choice; for the other two they tended to prefer the redundant choice. When we

use majority vote to determine a consensus for each triplet, we find that the outcomes

are exactly equal. Thus, it is not clear if H1 holds, we must admit that if it holds it is

much less strong than we expected.

Table 4.5 shows a clearer (but still not transparent) preference for H2, novelty

and redundancy together over novelty alone. Over all assessors and all triplets, the

preference is significant by a binomial test (50 successes out of 80 trials; p < 0.05).

Still, there is one query (“john kerry endorsement”) for which the difference is insub-

stantial, and one that has the opposite result (“terrorism indonesia”). The latter case

is particularly interesting because it is the opposite of what we would expect after

seeing the results in Table 4.4: given that assessors preferred redundant documents to

novel documents for that query, why would they prefer novel documents to documents

with both novelty and redundancy?

Table 4.6, with results for H3, is the strongest positive result: a clear preference

for documents with two new subtopics over documents with just one. In this case both
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H3 All Prefs Consensus
Topic No new new+new new new+new

childhood obesity 3 17 0 4
terrorism indonesia 2 18 0 4
kerry endorsement 9 11 1 3
libya sanctions 8 12 1 3

Total 22 58 2 14

Table 4.6: Results for H3: that two novel subtopics are preferred to one. The “all
prefs” columns give the number of preferences for the novel+novel docu-
ment and the novel document for all assessors. The “consensus” columns
take a majority vote for each triplet and report the resulting number of
preferences.

results are significant (58 successes out of 80 trials and p < 0.0001 over all triplets

and all assessors; 14 successes out of 16 trials and p < 0.01 for majority voting).

Nevertheless, there are still queries for which the preference is weak.

The results of this experiment show that the presence of novel subtopics does

influence user preferences, even when they are not explicitly told to look for anything

resembling a subtopic. Thus, measures that model subtopics are correctly capturing

something that users care about. On the other hand, the degree to which they influ-

ence preferences is relatively weak, from statistically insignificant for H1 to about 75%

of the time for H3. This suggests there are many factors that are important to users,

but that these measures are failing to capture.

Hypothesis Set 2

There were a total of 640 triplets (out of which 128 triplets were traps) for

the second part of our study. Three separate assessors judged each of these triplets.

Thus, a total of 1920 judgments were made out of which 384 were traps. And for this

study we had 38 unique workers (identified by worker ID) on AMT working on our

triplets. Some of these workers had worked on the first study as well. Almost 70%

of the judgments were completed by 15% of the workers and they passed about 93%

of the non-relevant traps. The power law distribution for our task has been observed
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Topic High≻Low Left≻ Right
earthquakes 76 - 20 (79%) 96 - 96 (50%)
terry nichols guilt evidence 75 - 21 (78%) 100 - 92 (52%)
medicare drug coverage 73 - 23 (76%) 86 - 106 (45%)
oil producing countries 65 - 31 (68%) 89 - 103 (46%)
no child left behind 62 - 34 (65%) 81 - 111 (42%)
european union member 61 - 35 (64%) 103 - 89 (54%)
german headscarf court 59 - 37 (61%) 84 - 108 (44%)
ohio highway shooting 51 - 45 (53%) 104 - 88 (54%)
Total 522 - 246 (68%) 743 - 793 (48%)

Table 4.7: Results of preference judgments by the number of new subtopics in DL, DR

over DT (variables NLn,NRn). Counts are aggregated over all values
of Tn, Sn per query. The first column gives preference counts for the
document with more new subtopics over the document with fewer when
NLn ≻ NRn. The second column is the baseline, giving counts for pref-
erences for left over right.

earlier for other tasks as well [8], we hope to investigate on this issue in the future.

Triplets were generated by controlling four variable: Tn, Sn, NLn and NRn.

We obtained sixteen unique settings for the four variable combinations as each of

the four variables were categorized into low and high with equal number of triplets

in each setting. This allowed us to perform ANOVA analysis. The number of new

subtopics in the left or right document was the primary predictor of preference, with

the number of subtopics in the four variables as the secondary predictors. ANOVA

indicated that there is a lot of residual variance, suggesting there are various factors

influencing preferences that we have not included in the model.

Table 4.7 analyzes preferences for more new subtopics in DL or DR over fewer

new subtopics (variables NLn and NRn) by topic. We looked at four cases: the first

two (NLn high, NRn low; NLn low, NRn high) can tell us whether users prefer to

see more new subtopics over fewer, while the second (NLn high, NRn high; NLn low,

NLn low) along with the first two give us a baseline preference for left over right. While

we would expect the baseline preference to be 50% (since which document appears on

the left versus right is randomized), there may be other unmodeled factors that cause
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it to be more or less than 50%, so it is useful to compare to this baseline.

It is clear from this table that users as a group prefer to see more new subtopics,

just as we saw in the results for H3 above. Still, there are individual queries for which

that preference is not strong, especially when compared to the baseline (e.g. the “Ohio

highway shooting” topic), and even when the preference is strong in aggregate there

are cases where they do not hold.

There is some effect due to the number of subtopics in DT , with preferences for

more new subtopics stronger when Tn is low. When it is low, the preference for high

versus low is 271 to 113 (70%) against a baseline preference for left over right of 347 to

421 (45%)1. When Tn is high, the preference for high versus low is 251 to 133 (65%)

against a baseline of 396 to 372 (52%).

This second experiment more-or-less confirms the results of the first experiment:

that subtopics are an important influence on user preferences, but far from the only

salient factor.

4.2.5 Possible Confounding Effects in Display

The way the HITS were displayed may introduce some confounding effects,
causing assessors to choose documents for reasons other than novelty or redundancy.
In particular:

1. Sometimes the two documents have a large difference in lengths. Assessors may
prefer the shorter just to avoid having to read more.

2. Assessors may prefer the document in which more query terms have been high-
lighted.

3. Assessors may even subconsciously normalize highlighted terms for document
length and weight by document frequency, which we could check by looking at
preferences due to some retrieval scoring function like language modeling.

We investigated each of these.

1 We presume that the greater-than-expected preference for the right document is just
due to random chance.
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4.2.5.1 Document length

It seems that assessors did prefer shorter documents in general, though the

preference gets weaker over the three hypotheses. For H1, assessors preferred the

shorter document in 79% of triplets. For H2, that decreased to 71% of triplets, and

for H3 it dropped steeply to only 44% of triplets. However, it is also true that the

mean difference in length for the pair of documents they were choosing between was

greatest for H1 triplets and least for H3 triplets (158 terms for H1, 126 terms for H2,

and 47 terms for H3). It therefore seems safe to conclude that assessors really do prefer

shorter documents.

4.2.5.2 Highlighted terms

It turns out that assessors tended to prefer the document with fewer highlighted

query terms. For H1, assessors preferred the document with more query terms only

35% of the time. For H2 that drops to 13%, and for H3 it comes back up to 29%. The

mean difference in number of query term occurrences is quite low, only on the order of

one additional occurrence on average for H1 and H3 documents, and only 0.2 additional

occurrences for H2 documents. While the effect is significant, it seems unlikely that

assessors can pick up on such small differences. We think the effect is more likely due

to the distribution of subtopics in documents.

4.2.5.3 Language model score

There was only a slight preference by language model score (using linear smooth-

ing), and it was a preference for documents with a lower score. For H1, 51% of prefer-

ences were for the document with the higher score, but for H2 and H3 the preference

was 44% and 41% respectively. Since these are not significant, it is unlikely that any

interaction between length and query term occurrence had an effect on preferences.

4.2.6 Threats to Validity

In this section, we discuss the major threats to validity in our user study. One

of the major threats arises from an assessor’s understanding of the task and topics.
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Assessors were required to read the guidelines for the task, query, and a description

of information need before expressing preference towards a document. Assessor’s un-

derstanding of the task and their interpretation of the information need could affect

their preferences. We used the topic description provided in the dataset; additionally,

we manually reviewed the topic descriptions making minor changes to them for clarity

and to remove any reference to subtopics.

The results reported in Section 4.2.4.1 are based on comparison of user pref-

erences against the subtopics obtained from a dataset developed by Allan et al. [6].

We assume that the set of subtopics in the dataset provide a reasonable estimate of

all possible subtopics for a given query; we believe this is a reasonable assumption as

they were originally produced by trained human assessors who were given instructions

to find all possible relevant subtopics. Furthermore, we did not give our workers any

indication to look for novelty in the form of subtopics, so the signals we detected can

be attributed to their actual preferences.

In our study, five different triplets were displayed sequentially in a single HIT for

a given query. The order in which the workers viewed the triplets could possibly affect

the worker’s preference. The position of a triplet was chosen at random to minimize

the bias towards a document.

We hired assessors (workers) using a crowdsourcing platform to collect user

preferences for our study. The worker population is expected to represent the choices

made by real user population using an IR system, which might not be true in reality.

4.2.7 Summary

The results from the user study suggest that the presence of subtopics does

influence user preferences, although it is also clear from the analysis that there are

other factors strongly affecting preferences. For instance, the results from H1 and the

weaker preference in H2 were not what we expected. We investigated this more by

looking at a number of triplets ourselves and identifying some new hypotheses about

why assessors were making the preferences they were. From looking at triplets for
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the “earthquakes” topic, we identified three possible reasons for preferring a document

with a redundant subtopic:

1. The document updates or corrects information in the top document;

2. The document significantly expands on the information in the top document;

3. Despite containing a novel subtopic, the document provides little information of
value.

This suggests to us that there are other factors that affect user preferences, in

particular recency, completeness, and value. It may also suggest that there are implicit

subtopics (at finer levels of granularity) that the original assessors did not identify, but

that make a difference in preferences.

Based on the results of the study, we have reason to believe that users would

generally prefer documents with more novel information (as quantified by the presence

of subtopics). Thus, the subtopic judgments seem to provide a reasonable model of

user preferences. However, the subtopic judgments we have may not accurately reflect

all the aspects of the topics that users identify. There are reasons for preferences other

than novelty and redundancy; these reasons include granularity of subtopics, recency,

completeness, value, and perhaps ease of reading (as modeled by document length).

4.3 Summary and Future Directions

We have performed two different meta-evaluations of the subtopic-based diver-

sity evaluation framework. The first statistically analyzed the degree to which rele-

vance, diversity, and document ranking affects three common measures. The second

analyzed the degree to which the assumptions these measures are built on are “true”

for actual users.

The first analysis suggests that different diversity metrics are, in fact, measuring

very different qualities of a ranked list. While this is a positive point in favor of using

multiple evaluation measures, the problem is that these measures are so opaque that it

is very difficult to understand what differences between them mean. The second analy-

sis suggests that while presence of subtopics is an important reason for user preferences
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among documents, there are other factors that play a role as well. The analysis also

suggests that various factors including presence of subtopic can be captured implicitly.

Together, these two analyses suggest the need for an evaluation framework that

is more transparent and also accounts for a greater variety of reasons for user preferences

while still capturing topical relevance and diversity. This is the goal of the next chapter.
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Chapter 5

NOVELTY EVALUATION USING USER PREFERENCES

Findings in the previous chapter suggest that user preferences for documents are

based not only on the presence of subtopics but also on several other factors: subtopic

importance, readability of the document, recency of the document, etc. We expand

on them in this chapter, pointing out various issues with subtopic-based evaluation.

In Section 5.1, we highlight the disadvantages of the existing subtopic-based measures

discussed in Section 2.4.2 using an example that takes into account the task that

initiates the search.

Next, in Section 5.2, we develop an assessment framework that measures novelty

by allowing users to express preferences without explicitly requiring a set of subtopics,

and validate it with a small user study. In Section 5.3, we develop a set of metrics

that measure the total utility of a ranked list given a collection of such preference

judgments. Finally, we compare our proposed metrics against existing measures using

simulations.

5.1 Problems with Subtopic-Based Measures

The subtopic-based evaluation measures (Section 2.4.2) focus on estimating the

effectiveness of a system based on topical and sub-topical relevance. In practice, there

may be many other factors such as reading level, presentation, completeness, recency,

etc. that influence user preferences for one document over another [46]. Even if we

decide that it is acceptable to restrict an evaluation to modeling only subtopics, there

are some issues with existing measures based on subtopics:

(a) they require a list of subtopics, but subtopic identification is challenging and
tricky as it is not easy to enumerate all possible information needs for a given
query,
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(b) measures such as α-nDCG often require many parameters to be set before use,

(c) the subtopic-based measures (Section 2.4.2) assume subtopics to be independent
of each other but in reality this is not true.

subtopic user A user B user C
a. What restrictions are there for checked baggage during

air travel?
✓

b. What are the rules for liquids in carry-on luggage? ✓

c. Find sites that collect statistics and reports about air-
ports

✓

d. Find the AAA’s website with air travel tips. ✓

e. Find the website at the Transportation Security Admin-
istration (TSA) that offers air travel tips.

✓

Table 5.1: An example topic (air travel information) along with its subtopics from
the TREC Diversity dataset and three possible user profiles indicating the
interests of different users.

In order to understand these issues, let us consider an example query from the

TREC Web track: air travel information. Table 5.1 shows the subtopics defined for

the Web track’s diversity task and provides the information needs of three different

possible users for the given query (assuming we restrict ourselves to representing the

user’s information need using only subtopics). We can think of user A as a first-time air

traveler looking for information on air travel tips and guidelines, user B as a journalist

writing an article on the current quality of air travel and looking for statistics and

reports to accomplish the task, and user C as an infrequent traveler looking restrictions

and rules for check-in and carry-on luggage. Therefore, user A’s needs for the above

example query consists of subtopics d and e, user B’s of c, and user C’s of a and b.

First, given the granularity of these subtopics, it would not be difficult to come

up with additional subtopics that are not in the data. Top-ranked results from a major

search engine suggest subtopics such as “Are airports currently experiencing a high level

of delays and cancellations?”, “I am disabled and require special consideration for air

travel; help me find tips”, and “My children are flying alone, I am looking for tips on
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how to help them feel comfortable and safe.” Are users with these needs going to be

satisfied by a system that optimizes for the limited set provided?

Second, measures like α-nDCG and ERR-IA have a substantial number of pa-

rameters that must be decided on. Some are explicit, such as α (the penalization for

redundancy) [99] or P (i|q) (the probability of an subtopic given a query1). Others are

implicit, hidden in plain sight because they have “standard” settings: the log discount

of α-nDCG or the grade value Ri of ERR-IA, for instance. Each of these parameters

requires some value; it is all too easy to fall back on defaults even when they are not

appropriate.

Third, some subtopics are clearly more related to each other than others (in fact,

we used this similarity to define the users A, B, and C). Documents that are relevant

to subtopic c are highly unlikely to also be relevant to any of the other subtopics, but

it is more likely that there are pages relevant to both subtopics a and b.

In practice, user satisfaction may be influenced by several factors such as pre-

sentation, readability, and other factors as well, but these are ignored by traditional

evaluation measures described in Section 2.4.2. The advantage of preference judgments

such as those we introduced for our experiment in Section 4.2 is that they allow users

to express preferences for any reason that is important to them. And the advantage

of our triplet judgments specifically is that they do capture some notion of novelty,

as our experiments in Section 4.2 show (if not perfectly). Given that they capture to

some extent an aspect of system performance that is important to researchers, and also

capture aspects of documents that are important to users, we propose to extend this

basic idea to a complete framework for evaluation.

5.2 Preference Judgments for Novelty

The idea of pairwise preference judgments is relatively new in the IR literature,

having been introduced by Rorvig [136] in 1990, but not subject to empirical study

until the past several years [9, 37]. Comparison studies between absolute and preference

1 The original definition of α-nDCG has parameters for subtopic weights as well.
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judgments show that preference judgments capture the notion of relevance to some

degree, in that orderings of documents derived from preference judgments correlate to

orderings based on absolute judgments. Furthermore, they can often be made faster

than graded judgments, with better agreement between assessors (and more consistency

with individual assessors) [37]. Using preferences, the assessors can make much finer

distinctions between documents. In this section, we discuss in detail a novel preference

framework for collecting relevance judgments for the novelty task.

We propose an evaluation framework that simply allows users to express pref-

erences between documents. Their preferences may be based on topical or subtopic

relevance, but they may also be based on any other factors that are important to them.

Preferences are suitable as they capture varying importance of topics and factors when

obtained over many users, and when a sufficiently large set of preferences has been

obtained, systems can be evaluated according to how well they satisfy those users. In

the following sections we discuss a generalized triplet framework to obtain relevance

judgments.

5.2.1 Triplet Framework

Based on previous work showing that preferences correlate to relevance [37] and

triplet preferences correlate to novelty (Section 4.2), we now describe a more general

triplet framework that involves a series of sets of preference comparisons. Each set of

preferences is essentially a comparison sort algorithm, with the comparison function

being a simple preference conditional on information contained in top-ranked docu-

ments from prior sets of comparisons. Figure 5.3 illustrates conditional preferences

with a triplet of documents: the assessor would read document(s) X , and then select

one from A or B that they would like to see next. Based on the results in Section 4.2,

we expect the assessor’s choice to be based not only on topical relevance, but also on

the amount of new information given what is provided in the top document.

A test collection of preferences for novelty and diversity, then, consists of two

different types of preference judgments:
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Figure 5.1: Left: a simple pairwise preference for which an assessor chooses A or B.
Right: a triplet of documents for conditional preference judgments. An
assessor would be asked to choose A or B conditional on having read X .

1. simple pairwise preference judgments, in which a user is shown two documents
and asked which they prefer.

2. conditional preference judgments, in which a user is shown three or more docu-
ments and asked to express a preference between two of them, supposing they
had read the others.

Simple pairwise preferences produce an approximation of a relevance ranking:

given a choice between two documents, assessors select the one they prefer; as previous

work shows, relevance is one aspect that influences their preferences [37]. Since different

users may have different needs and different preferences for the same query, pairs can be

shown to multiple assessors to get multiple preferences. Over a large space of assessors,

we would expect that documents are preferred proportionally according to the relative

importance of the subtopics they are relevant to, with various other factors influencing

orderings as well.

Simple pairwise preferences cannot capture novelty; in fact, two identical doc-

uments should be tied for equal preference in all pairs in which they appear and,

therefore, end up tied in the final ordering. Conditional preference judgments attempt

to resolve this by asking for a preference for a given pair of document conditional on

other documents shown to the assessor at the same time. The top document is excluded

from this set of preferences.

With this framework, we propose an algorithm for finding the optimal ranking

for novelty of a set of documents. First, assessors perform n pairwise preferences. After

each preference, the document they selected becomes the one they compare to; in this

way the “best” document bubbles up to the top. Assuming preferences are transitive,
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only n comparisons are needed to find that “best” document. Once it has been found,

assessors perform another set of n−1 conditional pairwise preferences, each conditional

on the “best” document discovered in the previous round of judging.

The sequence continues in the same way. For the third set, the comparison in-

volves information in two previously ranked documents along with a pair of documents;

for the fourth, it involves information in three previously ranked documents along with

a pair. This continues to the final set, in which there are only two documents to com-

pare conditional on n−2 previous top documents. When complete, the most preferred

document in the first set takes rank 1, the most preferred document in the second set

takes rank 2, and so on. In this way, we obtain the optimal ranking of all documents

for a given assessor.

5.2.2 Pilot Study

The triplet framework described in Section 5.2.1 is a general theory. In practice,

it could be just as problematic as listing subtopics — in particular, is it feasible to

ask for such a large number of judgments? And could assessors tolerate reading m

documents at iteration m− 1 of the algorithm in order to make a preference between

two documents they’ve read many times already? In fact we believe the answer to both

questions is “no”, but we still wish to see how far we can take the framework.

To that end, we conducted a pilot study with actual users to validate our condi-

tional preference framework. To limit assessor frustration, only two levels of judgments

are used (we will resolve the question of how deep we need to go using simulation in

Section 5.3.1.6), and the most preferred document in level one is picked as the top-

document for level two. Preference judgments are obtained for documents retrieved by

the system using an interface described in Section 5.2.2.1 and results are analyzed in

Section 5.2.2.2 to demonstrate the feasibility of our approach.
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Figure 5.2: Screenshot of the preference collection interface for relevance preferences.

5.2.2.1 Interface Design

We designed a web interface to be used by assessors to collect preferences for

both relevance (level 1) and novelty (level 2). Screenshots are shown in Figures 5.2

and 5.3. Common elements in both interfaces are the original keyword query, topic

description, article texts (with query keywords highlighted), preference buttons for

indicating which of the two documents the assessor prefers, a progress bar with a rough

estimate of the percentage of preferences completed, and a comment field allowing them

to say why they made their choice (if they wish).

The first two documents shown to an assessor were chosen randomly from the set

of all documents to be ranked. After that, whichever document the assessor preferred

remained fixed in the interface; only the other document changed. This way the assessor

only had to read one new document after each judgment, just as they would in normal
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Figure 5.3: Screenshot of the preference interface for the first level of novelty prefer-
ences.

single-document assessing setup. Furthermore after the first O(n) judgments we know

the top-ranked document for the current set, and thus, if transitivity holds it follows

that we only need a linear number of preferences at each set. Since the number of

pairwise judgments could be large, assessors could exit to a break at any point and

return at the point where they stopped. A progress indicator let them know roughly

how close they were to the end (it is a rough estimate because of non-relevant judgments

that change the total number of preferences).

First Level Judgments (“Relevance” Preferences): The assessors were shown

two documents and a statement of an information need (a topic); the task was to pick
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the most preferred document using the “prefer left” or “prefer right” buttons. The

assessors were provided with a set of instructions and guidelines prior to judging. The

guidelines specified that the assessor should assume they know nothing about the topic

and are trying to find documents that are topically relevant; that is, that provide some

information about it. If a document contains no topical information, the assessor could

judge it “not relevant”; if they do so, the system will assume they prefer every other

document to that one and remove it from this set as well as all subsequent sets so it

will not be seen in future comparisons. Assessors could also judge “both not relevant”

to remove both from the set and see a new pair. If both documents were topically

relevant, the assessor could express a preference based on whatever criteria they liked.

Some suggestions included in the guidelines were: one document is more focused on

the topic than the other; one document has more information about the topic than the

other; one document has more detailed information than the other; one document is

easier to read than the other.

Second Level Judgments (“Novelty” Preferences): The assessors are shown three

documents and a statement of an information need (a topic); the task was to pick

the most useful document from two of the three to learn more about the topic given

what is presented in the third. One document appeared at the top of the screen;

this was the most preferred document as identified by the assessor after the first set

of preferences. The assessors were asked to pick the document from the other two

that provided the most novel information given that they know all the information in

the top document. Guidelines specified that the assessor should pretend that the top

document is the entirety of what they know about the topic, and their goal is now to

find the best document for learning more about the topic. Beyond that, they could

express a preference based on whatever criteria they liked, including those listed above.

5.2.2.2 Results

We conducted a user study using the above novelty preference interfaces. We

used five randomly selected topics from the Newswire data [6] described in Appendix A.
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Assessors were computer science graduate students at the University of Delaware. Most

were not studying IR, but many were studying NLP and human language technologies.

On average, 16.8 documents were judged for each topic. A total of 605 pairs were

judged for 4 topics by 8 assessors for experiment levels 1 and 2. We compared these

judgments to the original subtopic-based judgments in the data and a brief discussion

is given below.

Agreement on Relevance

The performance of our assessors were compared to the original relevance judgments

derived from the subtopic judgments. In general a broad agreement on the two classes

is 71%. Preference assessors identified 76% of the relevant documents that the original

assessors found, and 60% of the documents judged relevant by at least one assessor

were judged relevant by both. This is a high level of agreement for information retrieval

tasks; compare to the 40% agreement on relevance reported by Voorhees [179].

Transitivity in Preference Judgments

A triplet of documents 〈i, j, k〉 is transitive if and only if i is preferred to j, j is

preferred to k, and i is preferred to k. The ratio of number of triplets found to be

transitive to the total number of triplets gives a measure of transitivity in the preference

judgments. On average, transitivity holds for 98% of the triplets across all queries with

each query being transitive at least 96% of the time. This suggests users are consistent

with themselves, and further supports our theoretical model that requires only O(n)

comparisons to find the “best” document at any given level.

Rank Correlation

Another way to compare preference judgments to the original subtopic judgments is

by using both to construct an optimal ranking of documents, then computing a rank

correlation statistic between the two rankings. In order to obtain a ranking of docu-

ments from the original subtopic judgments, we simulate preference judgments using

the subtopics information. For the first set of comparisons, we always prefer the docu-

ment with the greatest number of subtopics (in the case of a tie, a random document

was preferred). For the second set of comparisons, the most-preferred document from

96



Topic
Rank Correlation
Level 1 Level 2

OPEC actions 0.563 0.534
OPEC actions - Alternate 0.568 0.377
childhood obesity 0.467 0.264
childhood obesity - Alternate 0.403 0.394
suicide bombers teens women 0.320 0.200
foreign students visa restrictions 0.532 0.030

Table 5.2: Kendall’s τ correlations between rankings from real preference judgments
and rankings from simulated preference judgments (for the relevance rank-
ing (level 1) and the novelty ranking (level 2)).

the first set becomes the “top document”, and then for each pair we prefer the docu-

ment that contains the greatest number of subtopics that are not in that top-ranked

document. The final ranking has the most-preferred document from the first set of

preferences at rank 1 followed by the ranking obtained from the second set of prefer-

ences.

Kendall’s τ rank correlation for each topic for both level 1 and level 2 preference

judgments is shown in Table 5.2. Kendall’s τ ranges from -1 (lists are reversed) to 1

(lists are exactly the same), with 0 indicating essentially a random reordering. Kendall’s

τ is based on pairwise swaps, and thus can be converted into agreement on pairwise

preferences by adding 1 and dividing by 2. When doing this we see that agreement

is again high for the relevance ranking, and also high for the novelty ranking, well

over the 40% observed by Voorhees. We believe this validates our approach, though

certainly the question is not closed.

5.2.3 Threats to Validity

In this section, we briefly discuss the threats to validity in our pilot study. We

made use of the interface design discussed in Section 5.2.2.1 to obtain user preferences.

The interface needs to be intuitive, and the instructions need to be easily accessible

and understandable by novice assessors. A simple and user-friendly interface reduces

assessor frustration during the judging process leading to better quality of data. We
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started with an interface similar to one used in previous work [37], and relied on

feedback from two annotators to create a more intuitive and user friendly interface.

The sample size used in the pilot study was rather small. We used only 4 topics

annotated by 6 different assessors, all of them were computer science graduate students.

The pilot study was conducted to test the feasibility of our approach and we conduct

a large scale user study in Section 6.2 to deal with these issues.

The documents assessors read are news stories from the early 2000s, so the topics

may have presented some unfamiliarity to them (though as Table 5.2 suggests, many of

these topics are still of interest today). News stories may require some concentration to

read and parse, and making a decision about three news stories at once could potentially

have a high cognitive load.

5.2.4 Summary

We introduced a general framework for conditional preference judgments and

conducted a user study to see if we could find the optimal ranking for a set of docu-

ments. The results are positive: users tend to agree with one another about preference;

users agree with themselves, meaning transitivity of preferences holds; and the final

optimal ranking tends to agree with the one that would be constructed with subtopic

judgments. The last point is not as strong, but this is to be expected given that

preferences are influenced by factors other than the presence of subtopic as noted in

Section 5.1.

Despite some concerns about validity, this experiment is a good sign for our

attempts to create an evaluation framework based on conditional preference judgments.

It suggests that each assessor can produce a total ordering of documents based on

preferences, and moreover that assessors will tend to agree on what that ordering is.

This means that automatic systems can be optimized to capture those orderings.
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5.3 Preference-Based Measures

The experiment above shows that we can use preference judgments to construct

an optimal ranking. If we want to use preference judgments to do more general evalua-

tions of systems, we will need to define new evaluation measures that accept preference

judgments rather than absolute subtopic judgments. In this section, we propose a

model-based measure using preferences to assess the effectiveness of systems for the

novelty and diversity task. As described by Carterette [34], model-based measures can

be composed from three underlying models:

• A browsing model, which models a user interacting with a ranked list of results.
The most accepted model is that a user scans documents down a ranked list
one-by-one and stops at some rank k with some probability P (k).

• A model of document utility, which tells us how much utility a user derives from
a single document.

• A model of utility accumulation, which defines the total utility derived from a set
of documents seen while browsing the ranked results.

We define our utility based model for novel and diversity ranking task as follows:

a user scanning documents down a ranked list derives some utility U(d) from each

document and stops at some rank k. We hypothesize that the utility of a document at

rank i is dependent on previously ranked document (i.e. d1 to di−1). Given a probability

distribution for a user stoping at rank k, the expected utility can be defined as:

Prf =

n
∑

k=1

P (k)U(d1, ..., dk) (5.1)

where P (k) is the probability that a user stops at rank k and U(d1, ..., dk) is the total

utility of the documents from ranks 1 through k.

We simplify this by formulating U(d1, ..., dk) as a sum of individual document

utilities conditional on documents ranked before:

Prf =

n
∑

k=1

P (k)

k
∑

i=1

U(di|d1, ..., di−1) (5.2)

where P (k) is the probability that a user stops at rank k, U(di|d1, ..., di−1) gives the

utility of the document at rank i conditional on a set of previously ranked documents
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from rank i = 1 to rank i = i− 1, and the sum from i = 1 to k gives the total utility

of all documents from ranks 1 through k.

There are two main components in the above equation: the probability that a

user stops at a given rank (P (k)) and the utility of a document conditioned of pre-

viously ranked documents (U(di|d1, ..., di−1)). Carterette [34] demonstrated different

ways to model the stopping rank from the various ad-hoc measure such as Rank Biased

Precision [110], nDCG, and Reciprocal Rank.

1. PRBP (k) = (1− θ)k−1θ

2. PDCG(k) =
1

log(k+1)
− 1

log(k+2)

3. PRR(k) =
1
k

where k is the rank at which the stopping probability is calculated and θ is a parameter

that reflects the patience of users to continue browsing down the ranked list.

Finally, we define the document utility model in which the document utility at a

given rank is conditioned on previously ranked documents. The utility of the document

at rank i is given by U(di) for i = 1 since at rank 1 the user would not have seen any

other documents and therefore would not be conditioning on any other documents.

For subsequent ranks, utility is U(di|di−1, ...d1), indicating that the utility depends on

documents already viewed.

Now our goal is to estimate these utilities using preference judgments. The

utility U(di) can be directly obtained using the pairwise judgments; we simply compute

it as the ratio of number of times a document was preferred to the number of times

it appeared in a pair. The utilities U(di|di−1) can similarly be obtained from the

conditional preferences, computed as the ratio of the number of times di was preferred

conditional on di−1 appearing as the “given” document to the number of times it

appear with di−1 as the “given” document. Note that these utilities can be computed

regardless of how many times a document has been seen, how many different assessors

have seen it, how much disagreement there is between assessors, and so on. In general,

an estimate of a document’s utility is obtained using the ratio of the number of times
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the document was preferred to the number of times it was shown, in the context of

whatever documents were shown above it. An estimate of the document’s utility is

obtain using the ratio of number of times the document was preferred to the number

of time it was shown.

In our pilot study, we only have simple pairwise preferences and conditional

preferences in triplets. Thus we cannot directly compute U(di|di−1, di−2) and higher-

order dependencies. We need to estimate them somehow from the information we do

have, namely U(di|di−1), U(di|di−2), and U(di−1|di−2). To do this, we decompose the

document utility model as follows:

U(di|d1, ..., di−1) =



























U(di), if i is 1

U(di|di−1), if i is 2

F ({U(di|dj)}
i−1
j=1), if i > 2

(5.3)

where the function F () takes an array of conditional utilities (U(di|dj)).

We experiment with two functions for F (): average andminimum. The intuition

behind these functions can be explained with the help of an example. Consider a

ranking R = {d1, d2, d3}. According to equation 5.3 the utility of d3 depends on

U(d3|d1) and U(d3|d2). The minimum function assumes that d3 cannot be any more

useful conditional on both d1 and d2 than it is on either one separately, thus giving

a sort of worst-case scenario. The average function assumes that the utility of d3

conditional on both d1 and d2 is somewhere in between its utility conditioned on each

separately, giving d3 some benefit of the doubt that it may contribute something more

when appearing after both d1 and d2 than it does when appearing after either one

on its own. These are necessarily approximations. It is possible that d3 contributes

nothing at all to utility after d1 and d2, but we have no way of knowing that based on

the preferences we have.

Our measure as defined is computed over the entire ranked list. In practice,

measures are often computed only to rank 5, 10, or 20 (partially because relevance

judgments may not be available deeper than that). When we compute the measure to
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a shallower depth, we must normalize it so that it will average over a set of queries.

As a final step in the computation of nPrf , we normalize equation 5.2 cut off at rank

K by the ideal utility score.

nPrf [K] =
Prf [K]

I-Prf [K]
(5.4)

where I-Prf [K] is the ideal utility score that could be obtained at rank K. This

can be obtained by selecting the document with the highest utility value conditioned

on previously ranked documents, just as we did in our pilot study. Document (d1)

with the highest utility value takes rank 1 and the document with highest utility when

conditioned on d1 takes rank 2 and so on.

documents
subtopics

a b c d e

user A
d1 ✓

d2 ✓

user B
d3 ✓

d4 ✓

user C
d5 ✓

d6 ✓

List1 List2
d1 d1
d2 d3
d3 d5
1.0 1.0 α-nDCG
0.9 1.0 Preference Measure

Table 5.3: Synthetic example with 6 documents and 5 subtopics. The first ranked list
does not satisfy all users where as the second one does but both rankings
are scored by equally by α-nDCG, while the preference metrics are able
to distinguish the difference.

Table 5.3 provides an example showing the distinction between our preference

based measure and α-nDCG based on the user profiles in Table 5.1. The document

utilities are estimated by obtaining the preference judgments for all documents from

all three users. We would expect the users’ preferences to be consistent with their

information need, for example user A would prefer d1 and d2 consistently to other doc-

uments that are not relevant to their needs (but relevant to other needs). Notice that

α-nDCG weighs all subtopics equally but the preference measure takes into account

the dependency between the subtopics.
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5.3.1 Simulation Experiment

In this section, we attempt to validate proposed evaluation measures in Sec-

tion 5.3 by comparing them to the existing subtopic-based measures. Since those

measures do capture both relevance and novelty/diversity, and relevance and nov-

elty/diversity are important to researchers, it is important that our measure capture

those aspects as well. Nevertheless, evaluation of the proposed metrics is challenging

since there is no ground truth to compare to; there are only other measures. Ap-

proaches used in the past to validate newly introduced metrics include comparing the

proposed measure to existing measures or click metrics [123, 54]; using user preferences

to compare the metrics [153]; and evaluating the metric on various properties such as

discriminative power [140]. While each of these approaches have their own advantages,

we argue that comparison of existing measures to our measures using simulated data is

suitable for evaluating whether our measures capture relevance and novelty/diversity.

Remember, our goal is to build evaluation measures for our preference based

framework that assigns utility scores to a document based on user preferences. Gen-

erally speaking, when one introduces a new evaluation measure that uses the same

types of relevance judgments used in the past, one validates it first by comparing it

to existing evaluation measures using the same judgments, then by making additional

arguments concerning the need for a new evaluation measure, i.e. what it does dif-

ferently compared to existing measures. Our case is somewhat different: our measure

does not directly admit any type of exiting relevance judgments, but we would still like

to be able to validate it against existing measures. Thus, in the following experiments

we expect our measures to correlate with the existing subtopic-based measures, since

it is important to capture the presence of subtopics. We therefore rely on the existing

data with subtopic information to simulate user preferences.
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5.3.1.1 Data

In our experiments, we used the ClueWeb09 dataset2. A total of 150 queries

have been developed and judged for the TREC Web track; the number of subtopics for

each ranges from 3 to 8. For the diversity task, subtopic level judgments are available

for each subtopic indicating the relevance of a document to each subtopic along with

the general topical relevance. We also acquired the experimental runs submitted to

TREC each year by Web track participants. A total of 48 systems were submitted by

18 groups in 2009, 32 system by 12 groups in 2010, and 62 systems by 16 groups in

2011.

5.3.1.2 Simulation of Users and Preferences

In order to verify and compare our metrics against existing measures, we acquire

preferences by simulating them from subtopic relevance information. These will be

based on the preferences of simulated users that are modeled by groupings of subtopics

(as in Table 5.1). In this way we use only data that is provided as part of the TREC

collection, and therefore achieve the fairest and most reproducible possible comparison

between evaluation measures.

We simulated user profiles by generating search scenarios for each query and

marking subtopics relevant to the scenario. In Section 5.2.1, we explained our reasoning

behind the user profiles in Table 5.1 for the query air travel information; we use the

same approach to obtain the user profiles for all TREC queries. The user profiles

were created by the authors and have been made available for public download at

http://ir.cis.udel.edu/~ravichan/data/profiles.tar. In addition, there is a

mega-user that we refer to as the “TREC profile”; this user is equally interested in all

subtopics.

These profiles are used to determine the outcome of preferences. For simple

pairwise preferences, we always prefer the document with greater number of subtopics

2 refer to Appendix A for details
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relevant to the user profile. In the case of a tie in the number of subtopics, we make

a random choice between the left or right document. For conditional preferences, we

have three documents (left, right, and top); between the left and the right, we prefer

the document that contains the greater number of subtopics relevant to the user profile

and not present in the top document. Preference judgments obtained this way are used

to compute our preference measure. Finally, using the “TREC profile” to simulate

preferences for our measure offers the most direct comparison to other measures.

We have presented a family of preference-based measures for evaluating systems

based on novelty and diversity, and outlined the advantages of our metrics over existing

subtopic-based measures. In the next section, we demonstrate how our metrics take

into account the presence of subtopics implicitly by comparing them with α-nDCG,

ERR-IA, and S-recall.

5.3.1.3 System Ranking Comparisons: System Performance

We evaluated all experimental runs submitted to TREC in 2009, 2010, and 2011

using our proposed measure with simulated user profiles as described in the previous

section, three different stopping probabilities P (k) and two different utility aggregation

functions F (). Figure 5.4 shows the performance of systems with respect to both

α-nDCG and our preference measure computed with PRBP (k) and Favg() functions

and preferences simulated using the “TREC profile”. Each point represents a TREC

participant system; they are ordered on the x-axis by α-nDCG. Black circles give α-

nDCG values as computed by the ndeval utility used for the Web track; blue x’s

indicate the preference measure score for the same system. In these figures we can see

that the preference measure is roughly on the same scale as α-nDCG, though typically

0.1− 0.2 lower in an absolute sense.

Each increase or drop in the position of x’s indicates disagreement with α-

nDCG. The increasing trend of the curves in Figure 5.4 indicates that the correlation

between the preference measure and α-nDCG is high. A similar trend was observed
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Figure 5.4: TREC 09/10/11 diversity runs evaluated with our preference based met-
ric at rank 20 (nPrf@20) with PRBP and FAverage. Compare to α-nDCG
scores.

while using different P (k) and F () functions as well (not shown). Both α-nDCG and

our preference measure agree on the top ranked system in 2009 and 2010.

We analyzed the reason behind disagreement by carefully looking at the ac-

tual ranked lists. We investigated how α-nDCG and our proposed measures reward

diversified systems on a per topic basis. Based on our analysis, the major reason for

disagreement is that α-nDCG penalizes systems that miss documents containing many

unique subtopics more harshly than the preference measure does. Much of the vari-

ance in α-nDCG scores is due to differences in rank position of the documents with

the greatest number of unique subtopics. In practice, this explains the lower scores

returned by the preference measure as well.
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Figure 5.5: Kendall’s τ correlation values between our proposed measures and α-
nDCG, ERR-IA, S-recall. Values were computed using the submitted
runs in the TREC 2009/10/11 dataset. The scores for various P (k) and
F() are shown.

5.3.1.4 System Ranking Comparisons: Correlation Between Measures

We measure the stability of our metrics using Kendall’s τ by ranking the exper-

imental runs under different effectiveness measures. Kendall’s τ ranges from -1 (lists

are reversed) to 1 (lists are exactly the same), with 0 indicating essentially a random

reordering. Prior work suggest that a τ value of 0.9 or higher between a pair of rank-

ings indicates high similarity between rankings while a value of 0.8 or lower indicates

significant difference [24].

Figure 5.5 summarizes the rank correlations between existing subtopic-based
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ERR-IA@20 S-recall@20
α-nDCG@20 0.893 0.828
ERRIA@20 - 0.739

Table 5.4: Kendall’s τ correlation values between the existing evaluation measures.
Values were computed using 48 submitted runs in TREC 2009 dataset.

metrics and our proposed preference metric using all three P (k) (plus using no P (k) at

all—equivalent to a uniform stopping probability) and both F () functions, simulating

preferences with the “TREC profile”. The correlations are fairly high across TREC

datasets, P (k) functions, and F () functions. The PDCG(k) rank function fares worst,

with correlations dipping quite a bit for the 2010 data in particular. Subtopic recall is

a very simple non-rank based metric for diversity and thus the Kendall’s τ values are

expected to be slightly lower.

For comparison, Table 5.4 shows the Kendall’s τ correlation values between α-

nDCG, ERR-IA and S-recall. These correlations are similar to those in Figure 5.5,

suggesting that the ranking of systems given by our preference measure varies no more

than the rankings of systems given by any two standard measures.

There is almost no difference between the correlations for Favg() and Fmin()

functions for aggregating utility. In fact, the correlation between preference measures

computed with those two is nearly 1. Thus we can conclude that the choice of F ()

(between those two options) does not matter. There is a great deal of difference

depending on choice of P (k), however, and thus this is a decision that should be made

carefully based on the observed behavior of users.

5.3.1.5 Evaluating Multiple User Profiles

The experiments above are based on the “TREC profile”, a user profile that

considers every subtopic to be equally relevant. In this experiment, we demonstrate

the ability of our methods to handle multiple, more realistic user profiles and show

the stability of our metrics. Measures based on absolute subtopic judgments cannot

naturally incorporate multiply-judged documents. One must average judgments, or
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take a majority vote, or use some other scheme. In contrast, judgments from multiple

users can be incorporated easily into our preference framework in the estimation of

document utilities, as the document utility is simply the ratio of number of times a

document was preferred to the number of times it appeared in a pair, regardless of

which user or assessor happened to see it.

We simulate preferences for each of our user profiles for each topic in the TREC

set. We compute the preference measure using each profile’s preferences separately

(giving at least three separate values for each system: one for each user profile), and

then use the full set of preferences obtained to compute a single value of the measure.

Note that the latter case is not the same as computing the preference measure with the

“TREC profile”: the TREC profile user uses all subtopics to determine the outcome

of a preference, while individual users would never use a subtopic that is not relevant

to them to determine the outcome of a preference.

We can also compute subtopic-based measures such as α-nDCG against our

profiles. To do this, we simply assume that only the subtopics that are relevant to

the profile “count” in the measure computation. We will compare values of measures

computed this way to our preference measures.

Our hypothesis for this experiment is twofold: 1) that the preference measure

computed for a single profile will correlate well to subtopic-based measures computed

against the same profile; 2) that the preference measure computed with preferences

from all profiles will not be the same as an average of the individual profile measures,

and also not the same as subtopic-based measures computed as usual. In other words,

that the preference measure based on preferences from many different users is measuring

something different than the preference measure based on preferences from one user,

and also different from the subtopic measures.

Figure 5.6 shows the results of evaluating systems using user profile 1, 2, and 3

for each topic and averaging over topics (note that the user profile number is arbitrary;

there is nothing connecting user profile 1 for topic 100 to user profile 1 for topic 110).

We can see that the system ranking changes for both α-nDCG and the preference
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measure, as expected. The correlation between the two remains high: 0.83, 0.88, and

0.82 for user profile 1, 2, and 3 respectively. This is in the same range of correlation

values that we saw in Figure 5.5, and supports the first part of our hypothesis.

Figure 5.7 shows the results of evaluating systems with all user profiles, com-

paring to the evaluation with the TREC profile and with α-nDCG computed with all

subtopics. Note here that all three rankings are different, as evidenced by the τ corre-

lations reported in the inset tables. This supports the second part of our hypothesis:

that allowing many different users the opportunity to express their preferences can

result in a different ranking of systems than treating all assessors as equivalent, as the

TREC profile and α-nDCG do.

5.3.1.6 How many levels of judgments are needed?

In Section 5.2.2, we use only two levels of preference for the pilot study. In this

section we provide some evidence using preferences simulated from subtopic judgments

that two sets of preference are sufficient to approximate an optimal ranking. The

relevance ranking is found by preferring a document with more subtopics (“level 1); a

first approximation to a novelty ranking (“level 2”) is found by preferring a document

with the most subtopics that are not in the top document; a second approximation

by always preferring a document with the most subtopics that are not in the first two

documents (“level 3”); and so on up to level 20.

Figure 5.8 shows the S-recall scores increasing as the number of preference sets

increases. Clearly the increase in S-recall from level 1 to level 2 is the largest, nearly

exceeding the total increase obtained from all subsequent levels put together. This

suggests that the first approximation novelty ranking is likely to be sufficient; this has

the benefit of reducing the amount of assessor effort needed to produce the data and

also validates our decision to use only two levels in our pilot study.

110



0 10 20 30 40

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

TREC 2009

●

●
●

●
● ●

●

● ● ● ●
● ● ●

●
● ●

●

● ● ●

●

●

●

●
●

● ●

●
●

●
●

●

●

●
●

●

●

●
● ●

●

●

●
●

●
●

●

●

nPrf@20
α−nDCG@20

Kendall's Tau =  0.775

0 10 20 30 40

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

●

●
●

●
●

●
●

● ●
● ●

●
● ●

●
●

●

●
● ●

●
●

● ●

●
● ● ●

●
●

●

●
●

●

●

●
●

● ●

●
● ●

● ● ● ●

●
●

●

nPrf@20
α−nDCG@20

Kendall's Tau =  0.828

0 10 20 30 40

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

●

●

●
●

●
●

●
● ●

● ●

●

●
●

●

●

●
●

● ●
● ●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
● ●

● ●

●

●

nPrf@20
α−nDCG@20

Kendall's Tau =  0.816

P
e
rf

o
rm

a
n
c
e
 S

c
o
re

s

Systems ordered by α−nDCG@20 using TREC QRELS

Figure 5.6: Comparison between α-nDCG and our preference measure computed
against user profiles 1 (top), 2 (middle), and 3 (bottom) for TREC 2009
systems.

5.4 Summary and Future Directions

In this chapter, we proposed a novel evaluation framework and a family of

measures for IR evaluation. The evaluation methodology incorporates novelty and
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Figure 5.7: Comparison between α-nDCG, our preference measure computed using
the TREC profile, and our preference measure computed using a mix of
user profiles. Note that all three rankings, while similar, have substantial
differences as well.
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Figure 5.8: S-recall increases as we simulate deeper levels of preference judgments,
but the first set of novelty preferences (level 2) gives an increase that
nearly exceeds all subsequent levels combined.

diversity, but can also incorporate any property that influences user preferences for

one document over another. The measures described are motivated directly by a user

model and have several advantage over the existing measures based on explicit subtopic

judgments: they capture subtopics implicitly and at finer-grained levels, they account

for subtopic importance and dependence as expressed by user preferences, and they re-

quire few parameters—only a stopping probability function, for which there are several

well-accepted options that can be chosen from by comparing to user log data. They

correlate well with existing measures, meaning they do indeed capture something about

a system’s ability to find relevant and novel material.
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Our pilot study shows that it actually is possible for assessors to make prefer-

ences in this framework and create usable orderings of documents. Had this experiment

failed, the orderings produced would have been entirely unusable, either by not being

total orderings or by not being consistent among assessors, or assessors would have

quit entirely before completing the task. Our simulation experiment shows that if user

preferences are based entirely on novelty (as the subtopic judgment framework implies

is the most important consideration), then the evaluation measures rank systems in

a similar way as existing subtopic-based measures, to as great an extent as any two

subtopic-based measures do. Had this experiment failed, correlations between systems

would have exhibited a much greater degree of disagreement; that in turn would have

suggested that our measures are capturing something very different from the relevance

and novelty/diversity aspects that are important to researchers.

TREC style evaluation often involves comparison of a set of retrieval systems,

thus requiring relevance judgments for many documents. We believe the use of crowd-

sourcing platforms are more suitable for our framework, as we would naturally have

a large user base with a wide range of preferences. Over a large number of prefer-

ences, the most important subtopics and intents would naturally emerge; documents

relevant to those would become the documents with the highest utility scores. Yet

the conditional judgments would prevent too many documents with those subtopics

from reaching the top of the ranking. The measure is designed to handle multiple

judgments, disagreements in preferences, and novelty of information, and as such it is

novel to the information retrieval literature. The clearest direction for future work is

to investigate whether our preference measure correlates better with human judgments

of system performance than other measures. This is the focus of our next chapter.
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Chapter 6

MEASURING SYSTEM EFFECTIVENESS USING USER
PREFERENCES

In the previous chapter, we introduced a triplet framework to measure system

effectiveness while accounting for inter-document effects, more specifically novelty in

a ranked list. The feasibility of our approach for capturing novelty/intrinsic diversity

was demonstrated in Section 4.2 and in the pilot study in Section 5.2.2; in the latter

we demonstrated that our conditional preferences capture enough about novelty to

correlate well with subtopic-based rankings, and in the former we showed that our

conditional preferences do indeed capture something about novelty—and that novelty

is not the only thing users care about!

The simulation in Section 5.3 showed that we can capture something about

extrinsic diversity as well. By grouping similar subtopics together into more cohesive

underlying information needs, we capture some diversity in user requests, but far from

all of it. We are limited too much by the specific subtopics present in the data we use.

Our aim in this chapter is to unite the threads running through this work:

intrinsic vs. extrinsic diversity, user preferences as a way to evaluate systems, and the

relative degree to which relevance and diversity are important to a final ranking. To

that end, we undertake a large-scale user study, similar to that described in Section 5.2.2

but with many more users expressing more diverse preferences in order to evaluate a

much larger set of diversity ranking systems.

6.1 Measuring Effectiveness using User Preferences

Our pilot study in Section 5.2.2 was designed to determine whether users ex-

pressing preferences would construct a ranking of documents similar to the “ideal”
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ranking one would construct using subtopic judgments; our simulation in Section 5.3.1

was designed to determine whether a preference-based evaluation in which subtopics

were the only factor determining preferences would match a subtopic-based evaluation.

Our goal in this chapter is to evaluate retrieval systems using actual user preferences.

Thus we must make some modifications to the experimental protocol.

The experiment design of the pilot study required both simple pairwise prefer-

ences as well as conditional preference judgements. The simple pairwise preferences

resulted in the selection of one single “best” document that would then be used for all

conditional preferences. Since the pilot study concerned intrinsic diversity, it could be

argued that there really is a single “best” document: the one that covers the greatest

number of subtopics.

In practice, if extrinsic diversity is in any sense “real”, there would be no single

document that is better than all the others. Each user would have their own idea of

the best document, and it would depend on their own information need, experience,

knowledge, and more. Thus it is not necessary to perform the simple pairwise prefer-

ences. However, if we are to capture this diversity, we will need more than just one

judgment per triplet. We will want to solicit the opinions of a large and diverse user

base.

Finally, evaluating a large set of real retrieval systems means we have a much

larger pool of potential documents to assess—two systems may be equally “good”

according to subtopic-based measures, yet rank very different documents. To be able

to distinguish them using our preference measure, we would need to assess triplets

consisting of documents retrieved by all systems.

With these changes (triplets with no single “best” document to condition on,

multiple user opinions, and many more documents in the assessing pool), we have a

cost issue. The number of triplets grows in
(

n
3

)

in the number of documents, and even

obtaining as few as 5 preferences per triplet gives a constant multiplier that cannot be

ignored: a pool of just 100 documents (which is minuscule in the TREC setting) would

require over 800,000 preferences for a complete set, and using the same crowdsourcing
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setup we used in the experiment in Section 4.2, would cost over $161,000! (This is part

of the reason we relied on simulation for our experiment in Section 5.3.)

Thus putting together a complete set of triplet preferences is out of the question.

Instead, we will use only a relatively small set of randomly sampled triplets. Our

simple random sampling approach can be described as follows: for each query, a set of

documents are pre-selected by pooling the top k documents from the systems we want

to evaluate, then all possible triplets from the pre-selected document set are generated.

Finally, a subset of N triplets are sampled uniformly at random to be assessed.

An assessor looking at such a triplet could have any of the following cases:

1. All documents in the triplet are relevant to their information need.

2. Only one of the documents in the pair is relevant to their information need
(regardless of the relevance of the top document).

3. The top document is non-relevant to their information need.

4. All three documents in the triplet are non-relevant to their information need.

5. Both the documents in the bottom pair are non-relevant to their information
need.

For case 1, an assessor can express a preference for any reason they want: one document

may be more readable, one may be more recent, one may be more thorough, one may

be novel, etc. For case 2, assessors should always pick the relevant document of the two.

Case 3 reduces to a preference between the bottom pair of documents; novelty shouldn’t

enter into it since the top document did not provide any useful information. This is

another reason for eliminating the simple pairwise preferences — case 3 subsumes them.

Finally, separate options are provided in the interface to handle cases 4 and 5,

where all three documents in the triplet or both documents in the pair are not useful

to the assessor’s information need.

6.1.1 Validating Random Sampling

Before we began the user study, we used simulations to test our hypothesis of

estimating system performance by sampling a small proportion of triplets randomly.
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Figure 6.1: TREC 09/10/11 diversity runs evaluated with our preference based met-
ric at rank 20 (nPrf@20) with PRR and FMinimum using single assessor
with complete judgments and multiple assessor with incomplete judg-
ments.

We simulate user preference using the same procedure discussed in Section 5.3.1.2, with

preferences of simulated users modeled by groupings of subtopics using user profiles (as

shown in Table 5.1). For each randomly sampled triplet consisting of three documents

(left, right, and top), between the left and the right, the document that contains the

greater number of subtopics relevant to the user profile and not present in the top

document is preferred.

Our goal is to test the stability of preference measures by comparing the system

rankings obtained by using all preferences against a set of incomplete judgments. To do

this, we randomly select N triplets of documents for each query. For each triplet, one

document is randomly selected to be the “top” document that the other two would be

judged conditional on. Though we do not explicitly obtain simple pairwise preferences,

we expect that there will be enough cases in which the top document is not relevant

to the user profile, and they must fall back on a simple pairwise comparison. We

then sample 5 user profiles (with replacement) from those defined for the topic and
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simulate their preferences for the triplet. In this way we obtain 5N preferences for

each topic in a similar way as would be done in a real crowd-sourced assessment. We

use those preferences to compute our measure, then compute the correlation to the

measure computed with all available preferences. We repeat this 10 times for each

topic, measure the correlation each time, and average the correlations.

Figure 6.2 shows the correlation between the system rankings when evaluated

using complete judgments and increasing numbers of preferences. Correlation tends

to increase as the number of preferences increases, though it does not reach 0.9 (often

considered the standard threshold for two rankings to be considered statistically equiv-

alent). This may be partly because simulated user profiles are not evenly represented

in the preferences, and partly because our maximum number of preferences is still a

fairly small fraction of the total number possible: even selecting triplets from only 100

documents, there are over 161,000 possible triplets, of which we have only obtained

less than 5%!

Nevertheless, correlations obtained are consistent with those reported in Ta-

ble 5.4 and Figure 5.7, which leads us to conclude that it is acceptable to sample a

small portion of triplets.

6.2 A Large-Scale Study of Preference Evaluation

To finally bring everything together, we collect a large number of real user

preferences using a crowdsourcing platform to demonstrate the ability of our preference

metrics to capture both intrinsic and extrinsic diversity in evaluation of automatic

systems. As in Section 4.2, we used Amazon Mechanical Turk [1], an online labor

marketplace to collect human judgments. The experimental design is similar to the

one discussed in Section 4.2.3. The advantage of crowdsourcing is that it provides a

diverse user base, which is desirable to capture diverse information needs of a query.

In order to collect data using AMT, triplets had to be organized into HITs

(Human Intelligence Tasks). The HIT layout consisted of a set of instructions about the

task, original keyword query, topic description, five preference triplets, and a comment
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Figure 6.2: Various options available to Amazon Mechanical Turk workers for each
of the five triplet in HIT.

field allowing worker to provide feedback. The HITs were identical to the one used in

Figure 4.5, although the preference options that followed each triplet to indicate the

worker’s preference were modified to account for the five cases discussed in Section 6.1.

Figure 6.2 shows the various options available for each triplet for this experiment.

Workers were paid $0.80 for each completed HIT, and each HIT had a time limit of

three hours before which it had to be completed.

The quality of data obtained using a crowdsourcing platform such as AMT is

always a concern. We included two kinds of “trap” questions to deal with the issue.

Traps are simply triplets for which answers should be obvious; each HIT included one

trap in order to allow us to assess the validity of the results. The two kinds of trap

triplets were “non-relevant document trap” and “identical document trap”. For the

former, one of the bottom two documents was intentionally selected to be not relevant

to the topic (in fact, they were not related to the topic at all); such a document

should never be preferred. For the latter, the top document and one of the bottom two

documents were exactly identical; the workers were expected to pick the non-identical

document as they never see such redundancy in search results. One of the five triplets

in every HIT was a trap, but the type was chosen randomly. Workers who failed more

than 50% of the trap question were blocked from assessing further HITs to improve

the quality of data.

In addition, the HITs were available only to workers who maintained an overall
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approval rate of 95%, and those workers that passed a qualification test (for details of

the test refer to Section 4.2.3). This provides additional quality control.

6.2.1 Data

We used the ClueWeb09 dataset1 that consists of webpages crawled during Jan-

uary and February of 2009. Assessors were shown the same version of the page that

is in the ClueWeb09 data. The dataset by default does not contain the supporting

files (such as images, CSS stylesheets, JavaScript source, etc) that are necessary for

proper rendering of these documents. We had to rely on those still existing on the

“live web”. In many cases all necessary files were still present at the same location,

but some documents rendered poorly, these were removed for this experiment.

A total of 10 queries were randomly selected from the 50 queries used by the

TREC 2012 Web track; these are listed in Table 6.1. All 10 queries are rather am-

biguous and underspecified. We acquired the ranked results submitted by Web track

participants to Web track’s Diversity task for the same year. A total of 48 systems

were submitted by 12 groups in 2012. We pooled the top 5 documents retrieved by all

48 systems for each of the 10 topics, them sampled 100 triplets from the pool for each

topic. User preferences for each of these 100 triplets for each query were obtained from

5 different assessors using the AMT setup described above.

We collected the judgments in batches. For the first batch we obtained judg-

ments for 100 triplets for each of the 10 queries. Table 6.1 gives an overview of this

data that was annotated by AMT workers. A total of 5 different workers judged each

HIT, this implies that each triplet was judged by 5 different workers. The 100 triplets

that were spread across 25 HITs with each HIT containing 1 trap triplet. A total of

125 traps were used for each query (25 HITs × 5 workers). The number of non-relevant

and identical traps failed and average time spent on each HIT are shown in the table.

A total of 500 judgments were collected (100 triplet × 5 annotators) for each query, but

only triplets obtained from HIT that passed the traps were used in our experiments.

1 refer to Appendix A for a detailed description of the dataset
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Query Text Non-
Relevant
Traps
Failed

Identical
Traps
Failed

Useable
Judg-
ments

Pooled
Docu-
ments

angular cheilitis 5 20 382 39
the beatles rock band 20 22 293 79
septic system design 11 22 368 35
barbados 9 20 382 94
ron howard 14 19 368 54
hip fractures 5 26 361 54
pork tenderloin 8 26 341 55
civil rights movement 5 18 408 73
sore throat 11 30 336 80
fybromyalgia 7 17 384 83

Table 6.1: Overview of the data collected using Amazon Mechanical turk. The doc-
uments were pooled (at rank cut-off 5) from systems submitted to TREC
2012 Web Track and 100 triplets were randomly sampled.

The total number of useable judgments for each query is also shown in the Table 6.1.

Also shown is the total number of unique documents for each query after pooling, a

lower number indicates greater similarity between systems while a higher number re-

flects systems retrieving documents different from one another. If systems retrieved

the exact same documents then the number would be 5 (we used a rank cutoff of 5),

whereas if every system retrieved different set of documents then the number would be

240 (48 systems × 5 documents per system).

6.2.2 Ranking Systems using User Preferences

We evaluated all 48 runs submitted to TREC in 2012 using the data obtained

from AMT and our proposed measure with three different stopping probabilities P (k),

and two different utility aggregation functions F () (see Section 5.3 for details). Fig-

ure 6.3 shows the performance of systems with respect to our preference measure com-

puted with different P (k) functions and two different aggregation functions Favg() (left)

and Fmin() (right). Each point represents a TREC participant system; they are or-

dered on the x-axis by the preference measure with PDCG(k) and Favg() for the graph
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Figure 6.3: TREC 2012 diversity runs evaluated with our preference based metric at
rank 5 (nPrf@5) with different P (k) and F ().

on the left and Fmin() the left figure. Though we have five separate assessments for

each triplet, we do not need to resolve disagreements; we just provide the measure with

all of the raw data and allow it to use that data as it may.

Red circles give nPrf@5 values as computed with PNone(k); blue xs indicates

a preference measure with PRR(k) and so on. Each increase or drop in the position

of the circles or dots indicate disagreement with preference measure computed with

Fave() and PDCG(k). The increasing trend of the curves in Figure 6.3 indicates that

the correlation between different implementations of the preference measure is high.

All measures that use Fave() agree on the top ranked system (uogTrA44xu), whereas

the top ranked system was QUTparaTQEg1 when evaluated using Fmin() aggregation

function. The system QUTparaTQEg1 was the second ranked system with Fave(). In

general, high correlation of around τ = 0.9 was observed between measures that used

the same discount function P (k) but different aggregation function F (), expect for

PNone(k). The correlation drops to τ = 0.79 between a measure that used Fmin() and

Fave() with no discount function PNone(k). While this is low, it is not unexpected.
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6.2.3 Comparison with TREC Data

We now compare our approach against the diversity measures that rely on

subtopic-level relevance judgments. Since we used the TREC 2012 Web track data

(topics and submitted systems), subtopic level judgments were available for each doc-

ument in every triplet we selected for every query. This enabled us to compare the

traditional subtopic-based approach with our triplet-based approach. First, we com-

pare the two approaches in terms of how well our preference judgments “agree with”

judgments based on subtopics, and then we compare our preference-based metrics

against diversity measures such as α− nDCG, S-recall and ERR-IA.

6.2.3.1 Triplet Comparisons

In order to compare the user preferences obtained using the triplet framework

from AMT against TREC preferences that are based on subtopics, we rely on simu-

lations similar to those used in previous experiments. Since our preference judgments

provide no information about subtopics, we must simulate preference judgments from

the TREC subtopic judgments.

We simulate TREC user preferences following a set of principles that are com-

mon to subtopic-based diversity measures such as α-nDCG and S-recall. Preference

are simulated for each triplet as follows:

• If the top document is relevant – a document that contains more unseen subtopics
(i.e. subtopics not in the top document) is preferred to a document with fewer
subtopics.

• If the top document is relevant – a document that contains more unseen subtopics
(i.e. subtopics not in the top document) and redundant subtopics is preferred to
a document with only the same unseen subtopics.

• If the top document is relevant – a document that contains more unseen subtopics
(i.e. subtopics not in the top document) and redundant subtopics is preferred to
a document with only redundant subtopics.

• If the top document is non-relevant – a document that contains more subtopics
is preferred to a document with fewer.
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• Triplets with all three non-relevant documents and triplets with both non-relevant
documents in the pair were explicitly indicated as such.

Using these rules, we obtain simulated preferences for all 100 triplets assessed for all

10 queries. To compute agreement, we calculated the percentage of triplets for which

the user preference matched the TREC preference. Note that in the simulation, there

could be cases where no preference can be made (“ties”), while the Mechanical Turk

workers were forced to make a preference in every case. Therefore, any preference

made by AMT worker was considered as agreement as long as they agreed with TREC

preference on relevance of the documents.

Table 6.2 provides the percentage agreement between the two sets of preferences

for each query. The agreement percentages observed are comparable to the results

of experiments conducted on the Newswire dataset in Section 4.2.4.1. Overall they

are quite high, yet low enough that we can assume assessors really do have different

preferences.

query agreement
angular cheilitis 75.1%
the beatles rock band 63.1%
septic system design 56.2%
barbados 57.6%
ron howard 55.7%
hip fractures 58.7%
pork tenderloin 72.7%
civil right movement 63.7%
sore throat 54.5%
fybromyalgia 60.7%
total 61.8%

Table 6.2: Agreement percentages between TREC subtopic preferences and user pref-
erences.

6.2.3.2 Comparison to Rankings by TREC Measures

The triplet level comparison shows there is considerable disagreement between

TREC preferences and user preferences. The important question is whether these
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Figure 6.4: Kendall’s τ correlation between various TREC measures evaluated using
subtopic judgments and preference-based metrics computed using user
preferences.

difference affect system ranking. Thus, we evaluated all experimental runs using both

the TREC measures as well as our proposed measure with three different stopping

probabilities P (k) and two different utility aggregation functions F ().

Figure 6.3 shows the performance of systems with respect to both α-nDCG (av-

eraged over the same five topics) and our preference measure computed with PDCG(k)

and Favg() function. For comparison, the figure also shows the scores computed using

ERR-IA and S-recall at rank 5. Each increase or drop in the position of dots, triangles

and diamonds indicate a disagreement with α-nDCG. The top ranking system was the

same for α-nDCG, ERR-IA, and nPrf.

Table 6.4 gives the Kendall’s τ correlation between existing evaluation measures

and our preference evaluation using user preferences. This suggests that the ranking of
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ERR-IA α-nDCG S-recall
nPrf 0.73 0.74 0.62

S-recall 0.70 0.71
α-nDCG 0.96

Table 6.3: Comparison of system rankings evaluated using different existing evalu-
ation measures using subtopic judgments and preference measures using
user preferences. Values were computed using 48 runs submitted to the
TREC 2012 Web track.

systems given by our preference measure varies no more than the rankings of systems

given by S-recall and other measures. In fact, the correlation is very high considering

that:

• only a tiny fraction of all possible triplets was assessed for the preference measure;

• our assessors, unlike TREC assessors, are not trained and were not given precise
guidelines for judging;

• our assessors were not given any information at all about the subtopics used for
the TREC measures;

• our assessors were free to give preferences for any reason they wanted, not just
relevance and novelty;

• the web pages our assessors saw were not identical to those seen by TREC’s
assessors, and in some cases may have been quite different (due to the problem
of support files mentioned above).

Considering how different the two evaluation scenarios are, it is quite remarkable that

the system rankings would agree so highly.

6.2.3.3 Analysis

The disagreement with α-nDCG is lower for poorly performing systems and

much higher for high performing systems, possibly indicating that our approach treats

the relevant documents in a ranked list differently from existing subtopic based ap-

proach. The triplet level comparison experiment showed that presence of subtopics

in a document is captured indirectly and there are other factors that influence user
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Figure 6.5: Comparison of runs under traditional ad-hoc (measured using Preci-
sion@5) and diversity (measured using nPrf@5) effectiveness measures.

preference. These factors could certainly be a cause for disagreement between nPrf

and α-nDCG.

An evaluation measure designed to capture novelty and diversity in a ranked list

must distinguish between a system that simply retrieves any relevant document and a

system that retrieves documents containing novel and relevant information. Figure 6.5

plots nPrf@5 vs precision@10 to show the correlation between our preference measure

and relevance. An upward trend can be observed indicating correlation between rele-

vance and diversity, with Kendall’s τ correlation of 0.47. The correlation is much higher

for systems with low relevance; a Kendall’s τ of 0.77 was observed between relevance

and diversity when only systems below the median performance (Prec@5 < 0.62) were

considered. The correlation drops to 0.28 when systems above the median were con-

sidered. This is a clear indication that our approach does something different from

traditional ad-hoc measures only when relevance is high in the ranked list, which is

desirable for a measure that captures novelty and diversity.
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6.2.4 Threats to Validity

In order to generalize the findings made in our study, the topics (artificially cre-

ated information needs) are expected to be representative of actual needs encountered

by real users using an IR system. We rely on topics developed for TREC Web track

Diversity task, which was constructed by sampling queries from logs of a commercial

search engine; these topics are widely used in various works, so even if they are not

representative they are a common standard in the literature [55, 53, 56, 59].

The guidelines provided to assessors needs to be clear and easily understandable.

We rely on two graduate students from computer science to provide feedback and

made changes to the guidelines based on their feedback. Additionally, a comment box

was included for workers to provide feedback, although we did not get any questions

regarding the task.

The assessor used to obtain user preferences are expected to represent real user

population using an IR system. We rely on workers from Amazon Mechanical Turk

to obtain our user preferences. The use of crowdsourced workers to obtain relevance

judgments is widely used in the IR community [7], although it is not clear how repre-

sentative they are of a real user population. The reliability of crowdsourced workers

providing user preference is always a concern, random choices made could lead to poor

or inaccurate data. We use the quality control criteria discussed in Section 6.2 to de-

termine the reliability of a worker. A HIT sequentially displays five different triplet of

documents on the same query and users often judge triplets sequentially. The man-

ner in which triplets are displayed could cause a learning effect, thereby inducing bias

into the preferences made. The position of the triplet in a HIT is picked randomly to

minimize any selection bias.

The most important threat to validity is our assumption that it is good for

our measure to be highly correlated to TREC measures. Certainly some correlation is

expected; as we have shown in experiments throughout this work, our preference judg-

ments do capture something about both relevance and novelty/diversity and therefore
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are expected to correlate to measures that are designed to capture those aspects ex-

plicitly. We emphasize that it is not at all clear how high that correlation “should”

be. We certainly do not want it to be perfect, as that would imply that the subtopic

framework perfectly captures user preferences. We also do not want it to be excessively

low—Kendall’s τ correlations lower than 0.5 would be far too low to conclude that our

measure is reliably capturing relevance and novelty/diversity, since that is about the

minimum expected when relevance is just assigned to documents randomly [167]. Thus

it seems to us that the correlations we observe, which sit between those two undesirable

extremes and are also concordant with correlations between existing measures, can be

qualifiedly referred to as good.

6.3 Summary

In this chapter we undertook a relatively large-scale user study in order to de-

termine whether our approach could be feasibly used in an evaluation environment like

TREC. Despite the large number of triplets required for a complete set of assessments,

it seems the answer is yes: our measure agrees with subtopic-based evaluation measures

on the best-performing systems (which is important for researchers trying to optimize

a system); moreover, it is highly self-consistent even when its parameters are changed

(as shown in Section 6.1.1). It correlates as well with TREC measures as S-recall does,

highly enough that we can conclude it is capturing something about both relevance

and intrinsic/extrinsic diversity, but not so high that it is measuring measuring nothing

but the same qualities that existing measure are capturing.

Furthermore, our approach does not suffer from the problems those measures

do. We require no enumeration of subtopics; we only need to provide assessors with

a query and let them express their preferences according to whatever they believe

the intent of the query is. With multiple assessors giving judgments on the same

preferences, dominant intents will rise; since our measure admits multiple assessments

without having to resolve disagreements, it naturally captures this diversity. While

our measure has parameters that must be set, it is consistent with itself across many
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reasonable settings of those parameters. Finally, our measure makes no assumptions

about independence of subtopics or anything else about why one document should

be preferred to another; users are free to give their preference for any reason that is

important to them.
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Chapter 7

CONCLUSION

We began by introducing a novel probabilistic set-based framework to select

a small set of relevant documents that covers various aspects of a given query. We

proposed three different to hypothesize subtopics for a given query: building language

models using pseudo-relevant documents, webgraphs and topic models. Evaluation of

this model on two different data sets suggests that there is a difference in how retrieval

models should optimize for intrinsic versus extrinsic diversity, which in turn suggests

that different evaluations might be needed—or a unified approach that implicitly cap-

tures both.

To that end, we have presented a novel information retrieval evaluation frame-

work based on conditional pairwise preferences. The framework is designed to indirectly

capture the amount of relevance, novelty, and diversity contributed by a document to

the ranked list, as well as any other factors that are important to users. We proposed

a set of evaluation metrics to estimate the total utility of a ranked list using an aggre-

gation function and a discount function. There are several advantages of this proposed

approach: it is motivated directly by a user model, it captures subtopics implicitly

and at finer-grained levels than is possible with explicitly-listed subtopics, it accounts

for subtopic importance and dependence, it can directly handle disagreeing judgments

from multiple assessors, and it requires few parameters – only a stopping probability

function.

We have shown through empirical analysis that the approach correlates well with

existing measures, while also being different enough that we believe it is measuring dif-

ferent qualitative properties of rankings. The differences can potentially be attributed

to various implicit factors that influence user preferences, such as recency, readability,
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completeness, and more. Furthermore, the approach works even when the triplet judg-

ments are very far from complete: simply sampling a small set of triplets uniformly at

random provided enough information to discriminate between effectiveness of a large

set of TREC systems with high correlation to existing measures.

The primary contribution of this work is a new approach to evaluation based on

user preferences. Its benefit is that it captures relevance and novelty/diversity, which

are qualities that researchers care about, but also allows users to express preferences

based on any factors that are important to them—including factors researchers have

never thought of or would never think to include in evaluation measures. While it

is impossible to prove that any one evaluation framework is better than another, we

believe that our experiments, building from small, specific hypotheses about preferences

(Section 4.2) to a larger pilot study with users (Section 5.2.2.2) to simulations treating

subtopics as the single most important factor in preferences (Section 5.3.1) to a real,

large-scale user study (Chapter 6) provide strong evidence that our measures work as

described.

7.1 Future Work

In this section, we conclude the dissertation by discussing two avenues of future

work. First, we explore the possibility of using our framework to measure the total

utility of a system. Second, we focus on learning a novelty function from the user

preferences obtained in this work.

7.1.1 Measuring Total Utility of Systems

In 1971, Cooper [64] pointed out the distinction between topical relevance (he

referred to this as logical relevance) and utility (or usefulness). He argued that while

topical relevance is important, the more important question is “how useful is the re-

trieved information to the user?”. For many years IR evaluation persisted with topical

relevance in the sense that a document is relevant even if one sentence is on the topic
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related to the information need (binary relevance in TREC). Eventually, graded rele-

vance was introduced and shifted the focus of IR evaluation towards utility, although

only slightly. In this work, we introduced a triplet framework and validated its poten-

tial to estimate the topical relevance and novelty of a document as well as its potential

to capture other factors implicitly.

A direction of future work, then, is towards utilizing the triple framework to

understand better the factors that influence user preferences. We briefly outline three

lines of future work in this direction: (1) eye-tracking study towards deeper investiga-

tion factors that influence user preferences; (2) developing algorithms to infer preference

judgments thereby reducing human annotation efforts. We briefly discuss them below:

Eye-tracking Experiments

Early use of eye tracing for information retrieval include investigation on how users

interact with a ranked list returned by web search engine [76], while user’s evaluation

styles were investigated by Aula et al. [12]. The field of reading and information pro-

cessing has made tremendous progress having application in several areas including

information retrieval. Three important concepts include saccades, fixations and re-

gression: saccades are rapid eye movements from one point to another; between the

saccades, eyes remain relatively still for about 200-300 ms (for silent reading), which

is known as fixations. Saccades in reading English text is from left to right but about

10-15% of the saccades are right to left (movements back to previously read lines);

and they are referred to as regression. Early studies discovered several basic facts

about eye movements, including: saccadic suppression (eye movement during which

no information is perceived), saccade latency (time taken to initiate eye movements),

etc [127, 128, 113, 108].

These studies have been the foundation of several recent works that used eye

movements to investigate the cognitive behavior of the users for several information

retrieval related tasks. For instance, the average length of forward saccades was used by

Buscher et al. [25] as an indicator of relevance. The general theme of these works was
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to build a set of features using the eye-tracking data in order to predict the relevance

of a document [119, 147, 106, 104, 26, 27, 28].

The above mentioned works considered relevance of a document independently,

and the focus was to estimate the relevance of a document rather and not to understand

relevance itself. Nevertheless, the techniques developed could be used for investigat-

ing the factors that influence user preferences. The saccades and fixations obtained

from users annotating the relevance of documents using the triplet framework could

provide valuable insights into how inter-document dependencies affect user preferences.

Algorithms to Infer Preference Judgments

Preference judgments are good; their potential to capture various aspects of relevance

has been highlighted throughout this work. However, the fact that preference judg-

ments require a large number judgments to be made for even small number of document

is a real stumbling block to its widespread use in information retrieval evaluation. We

have taken some initial steps in this direction, proposing a graph-based approach to

infer pairwise judgments to minimize annotation efforts [45]. There exists a plethora of

work in this domain, for example, incomplete pairwise comparison in analytic hierar-

chy process is a well studied problem in the field of decision sciences [138, 78, 31, 139].

A future direction is to investigate the adaptability of these methods and develop

algorithms to reduce the number of pairwise judgments.

7.1.2 Learning to Rank using User Preferences

Another interesting problem is to model user preferences using machine learning

approaches to learn a novelty function. Learning to rank approaches are widely used in

the research community for several ranking problems. These learning to rank methods

can be categorized as pointwise, listwise or pairwise. The pairwise methods [92] in

which the learning-to-rank problem is approximated by a classification problem is more

suitable to the preference framework explained in this work. The ranker optimizes a
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loss function based on preferences to learn a partial ordering of documents with a goal

to minimize the average number of inversions in the ranking.

Extensive research efforts have gone into modeling relevance using preference

judgments, yet there is little known work on learning to rank models for novelty. Typ-

ically, a novelty ranker needs to have information about previously ranked documents

to produce a rank list with not only relevant documents but also novel ones. The

user preference obtained using AMT accounts for these inter-document effects which

provided a more direct measurement of novelty, therefore making it a suitable training

data for a novelty ranker. A natural future direction, thus is to model novelty by

developing learning to rank methods thereby improving system effectiveness.
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Appendix A

EXPERIMENTAL DATA

A.1 TREC Diversity Collection

TRECWeb Track was introduced (re-introduced) in 2009 with the goal of study-

ing two tasks: traditional ad-hoc task and diversity task [53]. For the diversity task,

systems were required to return a ranked list of web pages that provide complete cover-

age for a query, while reducing the amount of redundancy in the ranking. An example

provided by the task organizers is given below:

Given the query “windows” a system might return the Windows update
page first, followed by the Microsoft home page, and then a news article
discussing the release of Windows 7. Mixed in these results should be pages
providing information on doors and windows for homes and businesses.

The TREC-style datasets are available from an annual Text REtrieval Confer-

ence (TREC) organized by NIST. A set of retrieval tasks are agreed upon each year,

following a two stage process for evaluation. During the first stage, the organizers hire

assessor to develop a set of topics for the task and the topics are sent out to research

groups participating in the track. A document collection is often agreed upon for the

task, research groups are required to search the collection producing a ranked lists of

documents for the developed topics and return them to NIST. During the second stage;

once the ranked lists from various research (each group can submit multiple ranked

lists) are available, the organizers generally pool the top n documents returned by each

system for each topic. The pooled set of documents are then judged for relevance by

the same assessor that developed the topic and release to the research community. The

systems submitted to TREC are also available, these systems represent a variety of
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different methods from research groups across the world. They are ideal for studying

various research questions with respect to evaluation.

The web track used the ClueWeb09 dataset as the document collection. The

collection consists of about 1 billion web pages, comprising approximately 25TB of

uncompressed data (5TB compressed) in multiple languages ( 47% of the documents are

in English). The URLs were crawled during January and February of 2009. The dataset

is distributed for research purposes only, they can be obtained from Carnegie Mellon

University by signing a data license agreement. A smaller subset of the dataset of about

50 million English-language document was created for research groups unable to handle

the full collection. All documents are in a highly compressed WARC file format, each

WARC file contains several thousand documents. Additionally, a webgraph consisting

of about 4,780,950,903 unique URLs and 7,944,351,835 out-links were released as part

of the dataset. The webgraph data is a network structure of hyperlinked webpages

containing in-links and out-links of each document in the collection.

Topics for the track were created by assessors and the subtopic were obtain

from the logs of a commercial search engine with the help of a clustering tool. Topics

consisted of a short keyword query and a brief statement describing the user’s informa-

tion need. In order to obtain realistic subtopics, NIST organizers selected candidate

subtopics from query logs by identifying queries that frequently co-occurred with the

initial target query using random walk algorithm on a bipartite query-document click

graph [124]. Then, the candidate subtopics were clustered to reflect multiple aspects

of real user needs. Finally, documents were judged with respect to the subtopics on a

binary scale and with respect to the topic as whole.

A.2 Newswire Collection

The Newswire corpus, was created by Allan et al. [6] to investigate the rela-

tionship between system and human performance on a faceted topic retrieval task.

The document collection used was created by the Linguistic Data Consortium (LDC),

which comprises of news articles from the Agence France Press, Associated Press, Los
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Angeles Times, New York Times, and English-edition Xinhua News. Unlike the TREC

collection this collection is much smaller in size, there are only about 321,590 articles

gathered from October 1, 2003 through March 31, 2004. The documents are in SGML

format, containing tags to indicate title text and paragraphs in the document.

Topics were created by IR researchers from University of Massachusetts at

Amherst by writing a detailed description about their information need. Then, a

lead annotator refined these topics to ensure that enough relevant documents existed

in the corpus. Queries were manually created for each topic and a total of 130 unique

documents were retrieved using a vector space model. Two trained annotators were

hired to obtain relevance judgments for all 130 documents for each query (detailed

topic descriptions were provided for each query). They were required to identify rele-

vant passage for a given topic and group them by subtopics. The web interface used to

obtain judgments aided the grouping of related passage into subtopic by displaying the

labels created by the annotators on the side. Therefore, three levels of judgments were

obtained: a binary relevance judgment for the document; for each relevant document,

a list of subtopics that the document contains; and for each subtopic, a supporting

relevant passage in the document.

A.3 Summary of Datasets

Now that we have explained the details of how the datasets were created and

the document collections used, we summarize the details of the datasets used in this

work. Table A.1 gives an overview of all the datasets used in our experiments. The

table includes the data set name, total number of topics, average number of document

judged per query, average number of relevance document per query, subtopic range

observed. The TREC Diversity task ran from 2009 to 2012, developing relevance

judgments for 50 topics each year. Clearly, the TREC dataset is different from the

Newswire dataset across a number of characteristics, making it suitable for validation

of our experiments. Figure A.1 shows the distribution of subtopic frequency observed

in relevant documents for TREC and Newswire datasets. The figure shows that most
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Dataset Name No. of Docs Judged No. of Relevant Docs Subtopic Range
TREC09 528.140 98.84 2-8
TREC10 136.52 136.52 2-8
TREC11 1230.40 100.60 2-8
TREC12 1171.70 111.18 2-8
Newswire 127.78 39.43 1-142

Table A.1: An overview of the datasets used in this work. Number of documents
judged and number of relevant documents are averaged across queries

relevant documents contain only one or two subtopics, and a decreasing trend can be

observed in all of the dataset.
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Figure A.1: Number of relevant document for top five popular subtopics averaged
across topics.

The newswire corpus was annotated by two different assessors independently,

this allows us to compute agreement statistics on the dataset. The agreement about

relevance was quite high with 72% of all relevant documents were judged relevant by

both assessors, but there was substantial disagreement about the number of subtopics

per query, with a difference of 8 subtopics on average. TREC judgments were obtained

from a single assessor, thus such agreement statistics could not be obtained.
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